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Abstract: The Error Correcting Output Codes (ECOC) algorithm has played more 
and more important role in the artificial intelligence (AI) study and research fields 
in recent years due to its special properties and error correcting abilities. Various 
methods have been reported to improve its performance and classification accuracy. 
In this study, we developed a simplified ECOC encoding method to reduce the 
complexity in the encoding process and reduce its randomness in initializing the 
coding matrix. Furthermore, we also suggested a fuzzy mapping decoding (FMD) 
method used for the ECOC decoding process to improve its classification accuracy. 
By using this FMD, the classification accuracy can be improved up to 84% 
compared with the decoding method without using the FMD, which is 77%. 

 Keywords: ECOC classifications; fuzzy inference system; ECOC encoding and 
decoding; fuzzy mapping method 

1. Introduction 

The Error Correcting Output Codes (ECOC) algorithm has played a more and more important role in the 
artificial intelligence (AI) study and research fields in recent years due to its special properties and error correcting 
abilities. Different methods and processes have been reported to improve the ECOC’s performance and its 
classification accuracy [1–3]. The main purpose of using ECOC is to simplify multiclass classification tasks into 
multiple binary classification jobs. By using either the One-vs-All (OvA) or One-vs-One (OvO) technique, some 
complicated multiclass classification tasks can be significantly reduced to multiple binary classification tasks. 

Like all other AI models, an ECOC model establishment process needs two steps: encoding (training) and 
decoding (testing). One primary factor affecting the use of the ECOC algorithm is the encoding process, which is 
how to quickly and correctly establish a mapping between input classes and the binary encoding matrix, also called 
the coding matrix, that is composed of a collection of code words to represent each related class in the input data. 

Many ECOC approaches [4–9] have been proposed to design a good coding matrix in recent years. Most 
Error correcting output codes (ECOC) algorithm constructs an ensemble or a group of binary base classifiers by 
randomly and independently assigning true/false pseudo labels (1 and 0 in the coding matrix) for each base task. 
The results of all the base learners are combined to make a classification or a prediction. Like all other supervised 
learning algorithms, ECOC also needs to be trained and tested based on the selected dataset. These processes 
consist of two main steps: (1) training or encoding process, (2) testing or decoding process. The most well-known 
coding strategy is the one-versus-all [1], where each class is discriminated against the rest of the classes. 

In the encoding process, we create an encoding matrix to encode each class (row in the coding matrix) into a 
unique coding row that is as different as possible from the coding rows of the remaining classes. One example of 
the encoding matrix is illustrated in Figure 1 [10]. 
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Class f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 

0 1 0 0 1 0 1 0 0 1 1 

1 0 1 0 1 1 0 0 1 0 0 

2 1 0 1 0 0 0 0 1 1 0 

3 1 0 0 0 0 1 0 0 1 1 

4 0 1 0 0 1 0 1 0 0 0 

5 1 0 1 1 0 1 0 0 1 0 

Figure 1. A 10-bit error-correcting output code for a 6-class problem. 

A row of the coding matrix represents the code of each class, while a column of the coding matrix represents 
the binary classes to be considered when learning a base classifier. 

As shown in Figure 1, a 10-bit error-correcting output code for a 6-class problem is presented as a coding 
matrix. Each class can be presented as a unique binary string of length 10. This string can be called a codeword. 
For instance, class 3 has a codeword 1000010011. During the EEOC training process, one binary bit, also called 
a classifier, is learned for each column. For example, for the first column, we build a binary classifier to separate 
{0, 2, 3, 5} from {1, 4}. Thus, 10 binary classifiers are trained in this way. To classify a new testing data point x, 
all 10 binary classifiers are evaluated to obtain a 10-bit string or a codeword. Finally, we choose the class whose 
codeword is closest to x’s output string as the predicted label. 

Many different encoding methods have been reported recently. Zhou et al. reported using a confusion matrix 
to find the correlation between each pair of input predictor classes to build a new encoding method for ECOC [11]. 
MengXin Sun et al. proposed a new method to build the ECOC coding matrix based on a hierarchical partition of 
the class space with the aim of minimizing data complexity (named as ECOC-MDC) [12]. To overcome the non-
competence problem and better model the multi-class problem for reducing the classification cost, [13] embedded 
a reject option to ECOC and presented a new variant of the ECOC algorithm called Reject-Option-based Re-
encoding ECOC (ROECOC). Kai-Jie Feng et al. proposed a variable-length code words-based ECOC (VL-ECOC), 
which generates longer codes for hard classes than those for easy classes. VL-ECOC consists of two phases: the 
overall-class phase and the hard-class phase [14]. The aim of the research [15] is to optimize the original matrix 
so as to better match the trained base classifiers. This is done by considering the performances of base classifiers 
over the individual classes, and changing the ECOC matrix whenever it is deemed beneficial, while taking the HD 
information into account. 

P. Radeva et al. proposed a novel technique called ECOC-ONE to improve an initial ECOC configuration by 
including new dichotomies guided by the confusion matrix over exclusive training subsets. In this way, the initial 
coding represented by an optimal decision tree is extended by adding binary classifiers forming a network [16]. Wang, 
L.-N, et al. investigated the influence of deep learning on ECOCs or N-ary ECOC with three different parameter 
sharing strategies [17]. O. Pujol et al. presented a heuristic method for learning error correcting output code matrices 
based on a hierarchical partition of the class space that maximizes a discriminative criterion [18]. F. Masulli and G. 
Valentini presented an extensive experimental work for evaluating the dependence among output errors of the 
decomposition unit in ECOC learning machines. In particular, it applied measures based on mutual information to 
compare the dependence of ECOC multi-layer perceptron (ECOC MLP), made up by a single multi-input multi-
output MLP, and ECOC ensembles made up by a set of independent and parallel dichotomizers (ECOC PND) [19]. 
S. A. A. Ahmed et al. analyzed an error correcting output coding (ECOC) framework for constructing ensembles of 
deep networks and proposed different design strategies to address the accuracy-complexity trade-off [20]. In [21], 
several commonly used artificial intelligence (AI) methods are used to design algorithms for the bitwise decoding of 
ECC. Jon-Lark Kim and Miseong Kim considered Hadamard matrices of various orders for the Hadamard ECOC to 
determine which orders of Hadamard matrices give a good performance compared to the number of classes [22]. 

However, all of those methods are either too time-consuming or too complicated to be implemented in actual 
applications. Another issue is that most of the recent research and studies on the ECOC algorithm only concentrate 
on the mapping or building coding matrix or the encoding process, but few of them paid attention to the decoding 
process. 

Two contributions are involved in this study; first, we used a simple and easy way to build this coding matrix 
with the real and actual datasets as predictors. To make things clear and straightforward, we utilized a Diabetes 
dataset as an example to illustrate how to simplify this building or mapping between the actual predictor values 
(continuous values) in the dataset and the coding matrix represented in binary format. Second, to reduce some 
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uncertainties or errors existing in the testing data used in the decoding process, a fuzzy mapping method is used 
to obtain better-matched binary classifiers to improve the classification accuracy. 

A comparison study is performed to compare the classification accuracy between the standard mapping 
method (SMM) and fuzzy mapping method (FMM) for the testing data. The comparison result shows that FMM 
provided a better classification accuracy (84%) than SMM (77%). 

The purpose of building a coding matrix is to map the actual physical or continuous predictors’ values in the 
dataset to a sequence of binary classes to convert a multi-classification task to multiple binary classification tasks. 
The resulting coding matrix is composed of m rows, in which each of them is mapped to a class, and n columns, 
which are mapped to n features or n binary classifiers, represented by a binary value, either 1 (true) or 0 (false). 
Each row is called a code word. For a one-versus-all strategy, all binary bits in each row should be as different as 
possible from those in other rows. To make this possible, we need to have a closer look at our target dataset, 
Diabetes Dataset [23], which is located on the site: https://data.mendeley.com/datasets/wj9rwkp9c2/1 (accessed 
on 15 November 2025). 

2. Simplified Method to Build Coding Matrix 

2.1. Using a Simplified Method to Build an ECOC Matrix 

As we mentioned, there are many studies that are related to creating and building various sophisticated coding 
matrices in recent years. However, most of them can be used as a general strategy to build the coding matrix, 
combined with different additional algorithms for general applications. Those methods are not appropriate for 
some actual datasets in real applications. 

In this study, we proposed a simplified and straightforward method that is dataset-dependent and closely 
related to the actual applications. In other words, this method is flexible, and it is derived based on the different or 
individual application with actual implementation value. 

The generation process of a coding matrix is a mapping from a set of discrete values or predictors in a dataset 
to a collection of binary classifiers in that matrix, M(i,j). The goal of encoding is to construct a matrix M = (mij)k × 

l, mij ∈ {0, 1}, where rows hold the code words of the class and columns represent bipartitions for the 
dichotomizers. 

Let S = {(x1, y1), … (xm, ym)} be a set of m training examples where each instance xi belongs to a domain X, 
and each label yi is a label from the set Y = {l1, l2, … lk}. A multiclass classifier is a function F: X  Y that maps 
an instance x into an element y of Y. In the ECOC algorithm, a discrete output coding matrix M is a matrix of size 
k × l over {0, 1} where each row of M corresponds to a class y  Y. Each column of M defines a partition of Y or 
a binary classifier. The column j of the coding matrix M and row i that corresponds to class Ci is filled as follows: 
M(i,j) 

1 ( 1,2, , 1, 2, )
( , )

0 ( 1,2, , 1, 2, )

ij i

ij i

ifx C i k j l
M i j

ifx C i k j l

     
 
     

  (1)

Equation (1) is based on the One-vs-All (OvA) method, and it is adopted here. 
The basic idea behind this Equation is that each class (row in the coding matrix) should be as different as 

possible from the coding rows of the other classes in this coding matrix M(i,j). 
A key issue is how to define the condition, if xij  Ci? To simplify this definition, we divided the predictors 

xij into i classes based on the range of each class. For example, the dataset we used for this study is the Diabetes 
Dataset, which is a 1000 × 14 matrix listing all measured or tested parameters, such as Age, HbA1c, HDL, LDL, 
VLDL, and BMI, related to diabetes. We only adopt 11 columns or features with 30 rows from that dataset as our 
case. Three class labels, Y (Diabetes), N (Not Diabetes), and P (Pre Diabetes), are involved in this dataset. 

Table 1 shows a selected partial dataset from our Diabetes_M.xlsx dataset. Only 10 rows or records in that 
dataset are selected as examples to illustrate how to use those data to derive the encoding process for the ECOC 
algorithm. 

As the training process starts, each row of the coding design or the binary matrix corresponds to a distinct 
class, and each column corresponds to a binary classifier or learner. In a ternary coding design, for a particular 
column or binary classifier: 
 Each row in the corresponding column containing 1 directs the binary classifier to group all observations in 

the corresponding class into a true class. 
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 Each row in the corresponding column containing 0 directs the binary classifier to group all observations in 
the corresponding class into a false class. 
For our case, each binary classifier (CC1~CC10) is trained with a group of inputs in the related column to 

obtain the desired binary encoding string, or for three output classes, Y, N, and P. Based on Table 1, we can get 
the range for each class as shown in Table 5. These ranges are computed based on each feature’s range in the 
dataset. Based on Table 5 and Equation (1), the encoding results for these 3 classes are: 
 Y[1 0 0 1 0 0 0 0 0 1] 
 N[1 1 1 1 1 0 0 0 1 0] 
 P[1 0 1 0 0 1 0 1 0 0] 

All of them come from the three highlighted rows in Tables 1–5 shown below. 
A relation between the code length and the variables (Nc) is codelength ≥ Log2(Nc). For our case, we have 1000 

classes, so Log2(1000) = 9.96, which is good for our study. More bits should be used if more variables are used. 

Table 1. A selected partial dataset. 

Age Urea Cr HbA1c Chol TG HDL LDL VLDL BMI Class 
54 3.8 32 10.8 3.4 0.8 1.4 1.6 1.5 27 Y 
53 3 48 9.5 7.2 2 1.9 2 0.7 32 Y 
30 7.1 81 6.7 4.1 1.1 1.2 2.4 8.1 27.4 Y 
50 2.6 106 4 6.3 4.4 1 3.6 1.7 24 Y 
60 6 72 10.7 4.4 2.1 1.1 2.5 0.9 26 Y 
60 4 63 12 3.6 5.1 0.9 2.5 0.9 30 Y 
57 5.3 66 7.9 3.7 2.9 1.1 5.5 1.3 36 Y 
50 3.5 59 6 4 2.1 1.4 1.9 0.9 25 P 
30 3 45 4.1 4.9 1.3 1.2 3.2 0.5 22 N 
61 5.9 56 8.2 4.9 2.1 1.1 2.5 0.9 28 Y 

CC1 CC2 CC3 CC4 CC5 CC6 CC7 CC8 CC9 CC10  

Table 2. ECOC for binary classification 1. 

Age Urea Cr HbA1c Chol TG HDL LDL VLDL BMI Class 
1 0 0 1 0 0 0 0 0 1 Y 
0 0 1 0 0 1 0 1 0 0 P 
1 1 1 1 1 0 0 0 1 0 N 

CC1 CC2 CC3 CC4 CC5 CC6 CC7 CC8 CC9 CC10  

Table 3. ECOC for binary classification 2. 

Age Urea Cr HbA1c Chol TG HDL LDL VLDL BMI Class 
0 0 1 0 1 1 0 1 1 0 Y 
0 1 0 1 1 0 1 0 1 1 P 
1 1 1 1 1 0 0 0 1 0 N 

CC1 CC2 CC3 CC4 CC5 CC6 CC7 CC8 CC9 CC10  

Table 4. ECOC for binary classification 3. 

Age Urea Cr HbA1c Chol TG HDL LDL VLDL BMI Class 
0 1 0 0 0 0 1 0 0 1 Y 
1 0 1 0 0 1 0 1 0 0 P 
0 0 0 0 0 0 0 0 0 1 N 

CC1 CC2 CC3 CC4 CC5 CC6 CC7 CC8 CC9 CC10  

  



Bai and Wang  Appl. Math. Stat. 2026, 1(1), 1  

https://doi.org/10.53941/ams.2026.100001  5 of 10  

Table 5. The range for each feature. 

Item Range Class N Class P Class Y 
Age 20–76 20–40 41–50 51–76 
Urea 2–11 2–3.7 3.8–5.5 5.6–11 
CR 20–116 20–46 47–84 85–116 

HbA1c 4.0–16 4.0–6.3 6.4–9.7 9.8–16 
Chol 2–9 2.4–4.5 4.6–5.9 6.0–9.0 
TG 0.5–14 0.5–4.0 4.1–9.4 9.5–14 

HDL 0.2–10 0.2–4.5 4.6–8.0 8.1–10 
LDL 0.2–10 0.2–4.5 4.6–8.0 8.1–10 

VLDL 0–32 0–10 10–20 21–32 
BMI 18–50 18–29 30–40 41–50 

2.2. The Fuzzy Mapped Decoding Method for ECOC 

Figure 2 shows a functional block diagram of the decoding process for the ECOC algorithm to classify multi-
class objects with multiple binary classification algorithms. A testing dataset should be used to validate or decode 
the ECOC results. 

As shown in Figure 2, both the standard decoding method and our new fuzzy mapping method are utilized 
for the decoding purpose. The reason we used both of them is to compare their decoding performances. The so-
called standard decoding method is similar to the encoding process we discussed above. In which the true or false 
binary classifiers can be derived based on the range of the testing data. A more detailed discussion about our fuzzy 
mapping method is given below in this part. 

 

Figure 2. A functional block diagram of the decoding process for ECOC. 

Due to the randomness property and possible overlapping in class ranges among either training or testing 
data, some ambiguous or inaccurate data may be involved in this standard decoding process. In order to reduce 
those ambiguities and errors in the data, a fuzzy mapping method is a good candidate to help solve them. As regular 
FIS design process, the testing data will be processed in three popular steps: 
(1) Fuzzifications 
(2) Design control rules 
(3) Defuzzifications 

Since we have 10 features for this example, we need to perform these 3 steps for each of them. To make 
things simple, we just use the Age feature as an example to illustrate these operations. 

Three membership functions (MFs) are used for both input variables, such as Age, HbA1C, HDL, LDL, 
VLDL, and BMI (LOW, MID, and HIGH) and the output class (N, P, Y), including the Age. Figure 3 shows these 
MFs. Three fuzzy control rules are developed for these variables, a set of example rules for the Age are: 

r1 = “If AGE is LOW then age is N”; 
r2 = “If AGE is MID then age is P”; 

r3 = “If AGE is HIGH then age is Y”; 

where the AGE is input and the age is the output. All other variables have the similar rules. 
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(a) The input MFs. 

 
(b) The output MFs. 

Figure 3. Membership functions for inputs and outputs. 

After the defuzzification process, each piece of testing data or each binary classifier needs to be converted to 
a binary value, either 1 or 0. This conversion process needs to use some bounds to be determined by some actual 
testing for each related range applied to each feature. Then a sequence of Hamming distances will be calculated 
for each row, and the smallest distances will be selected and compared with the original class to check the 
classification results. 

Figure 4 shows floating charts of using or not using this fuzzy mapping method for the ECOC decoding 
process. Figure 4a is for using this fuzzy mapping method for the ECOC decoding, but Figure 4b is for without 
using that fuzzy mapping process. The meaning of without using fuzzy mapping method is to use Equation (1) and 
Table 5 to calculate each classifier for each row, just as we did in Section 2.1. 

(a) Using fuzzy mapping method. 
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(b) Without using the fuzzy mapping method. 

Figure 4. Floating charts of ECOC with and without fuzzy mapping. 

A comparison study is performed to compare the classification accuracy for these two decoding processes, one 
with the fuzzy mapping method, and the other is not. The detailed comparison result is discussed in next section. 

3. Experimental Results 

For comparison purposes, we used partial data in our modified Diabetes Dataset, randomly selected 30 
records that are different from the training data from that dataset to test our ECOC algorithm with and without 
fuzzy mapping decoding method, and compare both methods to check and confirm the classification accuracy of 
both of them. 

Table 6 shows the classification results of using the fuzzy mapping decoding method, and Table 7 shows 
similar results without using it. 

For both Tables, the first 10 columns are features for each record, and the column Class contains the desired 
or the original class label for each row or record. The column, Y, N, and P, includes the Hamming distance 
calculated based on the fuzzy mapping for ECOC decoding on each testing record. The column, MIN HD, 
contained the smallest Hamming distance based on the Hamming distances included in the columns, Y, N, and P. 
The column Result indicates whether the predicted class derived from the smallest Hamming distance matches the 
desired class. A letter T indicates that both classes are a match, but an F means that both classes are not the same. 

Table 7 shows the classification results without using fuzzy mapping method for the ECOC decoding process. 
All values in the first 11 columns in Table 7 are identical with those values shown in Table 6. But the values in 
the following 3 columns, Y, N and P, are derived without using the fuzzy mapping method. 

A comparison can be performed between Tables 6 and 7 to check to find the classification accuracy for both 
methods. It can be found from Table 6 that the classification accuracy is about 84% when the fuzzy mapping 
method is used, but it is 77% for Table 7, in which no fuzzy mapping method is adopted. 

Table 6. The classification results with the fuzzy mapping method for ecoc decoding. 

AGE Urea Cr HbA1c Chol TG HDL LDL VLDL BMI Class Y N P MIN 
HD Result 

59 4.7 55 7.0 3.4 1.8 1.1 1.8 0.8 26 Y 2 7 5 2 T 
58 4.3 56 9.1 4.4 2 1.0 2.5 0.9 29 Y 4 7 6 4 T 
52 2.6 30 10 5.4 2.1 0.9 0.9 2.0 37 Y 1 6 7 1 T 
43 2.1 55 5.7 4.7 5.3 0.9 1.7 2.4 25 P 5 6 3 3 T 
32 3.6 28 4.0 3.8 2.0 2.4 3.8 1.0 24 N 5 4 3 3 F 
55 3.9 51 10.7 3.6 1.2 1.4 1.7 0.5 30 Y 2 7 5 2 T 
55 4.3 56 7.0 3.8 2.6 1..0 2.1 1.6 30 Y 2 7 6 2 T 
55 2.4 36 12.4 4.3 2.4 1.8 1.3 1.5 29 Y 1 6 6 1 T 
33 2.0 54 5.4 3.7 1.3 0.8 2.4 0.6 22 N 3 6 3 3 F 
54 4.3 44 7.6 5.4 2.0 1.0 3.5 0.9 30 Y 3 6 7 3 T 
55 6.66 61 7.7 4.1 2.03 1.08 2.2 14 37.6 Y 3 8 6 3 T 
49 4.8 46 5.8 4.8 1.1 1.7 2.6 0.5 24 P 5 6 5 5 T 
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Table 6. Cont. 

AGE Urea Cr HbA1c Chol TG HDL LDL VLDL BMI Class Y N P MIN 
HD Result 

73 4.3 79 6.9 5.3 1.4 1.5 3.2 0.6 28 Y 4 5 7 4 T 
25 7.9 35 4.0 4.3 3.5 0.8 1.3 0.8 22 N 5 6 4 4 F 
57 3.0 60 7.9 4.8 2.4 1.8 2.0 1.1 27 Y 2 7 6 2 T 
63 8.0 93 9.0 5.9 2.2 1.2 3.7 1.0 29 Y 4 7 5 4 T 
50 4.3 59 6.1 4.0 3.0 1.0 1.8 1.3 24 P 3 8 5 3 F 
54 6.3 87 8.2 3.3 0.7 0.8 1.2 0.3 29 Y 2 7 6 2 T 
56 5.0 61 9.2 4.6 1.0 1.5 1.45 0.7 30 Y 3 8 7 3 T 
58 4.5 53 9.0 5.5 3.2 3.2 1.4 1.5 35 Y 4 7 8 4 T 
56 4.1 51 11.5 5.9 1.7 1.7 1.04 0.7 31 Y 3 8 6 3 T 
30 5.7 53 6.0 5.4 1.7 1.4 3.3 0.7 22 P 6 7 4 4 T 
56 3.4 44 4.8 4.1 1.5 0.8 1.7 1.4 39 Y 1 4 5 1 T 
50 5.5 97 5.4 3.2 1.8 1.6 0.9 0.8 21 N 4 7 5 4 F 
61 6.5 78 9.2 6.5 2.4 1.7 1.8 1.5 37 Y 3 8 6 3 T 
30 5.7 53 6.0 5.4 1.7 1.4 3.3 0.7 22 P 6 7 4 4 T 
52 7.6 84 8.1 4.2 2.0 0.7 2.6 0.9 36 Y 4 7 5 4 T 
55 4.4 48 7.7 3.4 0.7 1.0 2.1 0.4 29 Y 1 6 7 1 T 
57 3.2 31 11.9 6.1 2.6 0.9 4.1 1.1 30.1 Y 2 5 5 2 T 
73 4.3 79 6.0 5.3 1.4 1.5 3.2 0.6 27 Y 4 7 5 4 T 

Table 7. The classification results without the fuzzy mapping method for ecoc decoding. 

AGE Urea Cr HbA1c Chol TG HDL LDL VLDL BMI Class Y N P MIN 
HD Result 

59 4.7 55 7.0 3.4 1.8 1.1 1.8 0.8 26 Y 3 6 9 3 T 
58 4.3 56 9.1 4.4 2 1.0 2.5 0.9 29 Y 1 5 2 1 T 
52 2.6 30 10 5.4 2.1 0.9 0.9 2.0 37 Y 1 5 4 1 T 
43 2.1 55 5.7 4.7 5.3 0.9 1.7 2.4 25 P 4 5 5 4 F 
32 3.6 28 4.0 3.8 2.0 2.4 3.8 1.0 24 N 6 0 4 0 T 
55 3.9 51 10.7 3.6 1.2 1.4 1.7 0.5 30 Y 0 6 4 0 T 
55 4.3 56 7.0 3.8 2.6 1..0 2.1 1.6 30 Y 2 6 4 2 T 
55 2.4 36 12.4 4.3 2.4 1.8 1.3 1.5 29 Y 1 3 4 1 T 
33 2.0 54 5.4 3.7 1.3 0.8 2.4 0.6 22 N 3 3 0 0 F 
54 4.3 44 7.6 5.4 2.0 1.0 3.5 0.9 30 Y 3 5 6 3 T 
55 6.66 61 7.7 4.1 2.03 1.08 2.2 14 37.6 Y 4 7 3 3 F 
49 4.8 46 5.8 4.8 1.1 1.7 2.6 0.5 24 P 3 4 7 3 F 
73 4.3 79 6.9 5.3 1.4 1.5 3.2 0.6 28 Y 3 5 6 3 T 
25 7.9 35 4.0 4.3 3.5 0.8 1.3 0.8 22 N 5 4 3 3 F 
57 3.0 60 7.9 4.8 2.4 1.8 2.0 1.1 27 Y 3 5 6 3 T 
63 8.0 93 9.0 5.9 2.2 1.2 3.7 1.0 29 Y 4 6 4 4 T 
50 4.3 59 6.1 4.0 3.0 1.0 1.8 1.3 24 P 4 5 5 4 F 
54 6.3 87 8.2 3.3 0.7 0.8 1.2 0.3 29 Y 3 7 4 3 T 
56 5.0 61 9.2 4.6 1.0 1.5 1.45 0.7 30 Y 0 7 5 0 T 
58 4.5 53 9.0 5.5 3.2 3.2 1.4 1.5 35 Y 2 6 4 2 T 
56 4.1 51 11.5 5.9 1.7 1.7 1.04 0.7 31 Y 1 6 5 1 T 
30 5.7 53 6.0 5.4 1.7 1.4 3.3 0.7 22 P 6 4 4 4 T 
56 3.4 44 4.8 4.1 1.5 0.8 1.7 1.4 39 Y 1 3 2 1 T 
50 5.5 97 5.4 3.2 1.8 1.6 0.9 0.8 21 N 5 5 6 5 T 
61 6.5 78 9.2 6.5 2.4 1.7 1.8 1.5 37 Y 4 6 4 4 T 
30 5.7 53 6.0 5.4 1.7 1.4 3.3 0.7 22 P 6 4 4 4 T 
52 7.6 84 8.1 4.2 2.0 0.7 2.6 0.9 36 Y 4 5 3 3 F 
55 4.4 48 7.7 3.4 0.7 1.0 2.1 0.4 29 Y 1 7 4 1 T 
57 3.2 31 11.9 6.1 2.6 0.9 4.1 1.1 30.1 Y 3 4 3 3 T 
73 4.3 79 6.0 5.3 1.4 1.5 3.2 0.6 27 Y 4 4 6 4 T 

4. Conclusions 

A simplified encoding method for the ECOC classification process is reported in this study. To improve the 
classification accuracy, a fuzzy mapping method is adopted and used for the ECOC decoding process. The 
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experimental results show that better classification accuracy can be achieved after using the fuzzy mapping method 
for the ECOC decoding process. 
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