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Abstract: Evaluating groundwater salinity is crucial, particularly in arid and semi-
arid regions where access to fresh water is essential for various needs. In this study, 
the GALDIT method, which uses expert judgment to score six key parameters to 
assess vulnerability to seawater intrusion (SWI), was utilized to evaluate the 
susceptibility of the Salmas and Urmia aquifers. However, depending on expert 
judgment may lead to subjectivity and potential bias in assessing vulnerability. To 
address these limitations, different artificial intelligence-based models were applied 
to enhance model performance. In the Urmia aquifer, the vulnerability index 
obtained by GALDIT varied from 3.8 to 6.8, and in the Salmas aquifer, it ranged 
from 4.3 to 7.8. The difference in the GALDIT vulnerability index ranges primarily 
reflects distinct hydrogeological conditions in each area. A qualitative comparison 
between the GALDIT index maps and the observed Electrical Conductivity (EC) 
distribution highlighted notable spatial mismatches, suggesting that the GALDIT 
index alone may not fully capture the spatial variability of salinity levels. To assess 
vulnerability using AI-based models, parameters of GALDIT index were used as 
input, while observed EC values, as effective salinity indicators, were used as the 
model outputs. The results showed that all AI-based models outperformed the 
conventional, expert-based GALDIT index in predicting aquifer vulnerability. 
While the GALDIT model demonstrated limited correspondence with observed 
salinity patterns, the AI-based models—especially BO-ELM and Integrated 
Ensemble—provided significantly improved predictions. These models achieved 
the highest accuracy in both Urmia and Salmas Plains, with DC values approaching 
0.99–1.0 and substantially reduced RMSE, effectively capturing the complex 
spatial variability of salinity in the aquifers. Although the proposed framework is 
demonstrated using the Urmia and Salmas aquifers, the methodology is transferable 
and can be applied to other coastal aquifers with similar hydrogeological settings 
through site-specific recalibration, provided sufficient data are available.  

 Keywords: seawater intrusion; vulnerability assessment; GALDIT; AI-based 
models; coastal aquifers 

1. Introduction 

Groundwater resources stand as a prevalent source of fresh water, and the gradual rise in the salt content of 
many primary aquifers utilized for water supply in coastal zones, particularly in arid or semi-arid regions, presents 
clear indications of declining water quality [1,2] . So, groundwater vulnerability assessment is widely 
acknowledged as a key method for evaluating aquifer susceptibility to contamination and informing effective 
groundwater management strategies [3]. The concept of vulnerability is based on the understanding that some 
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areas of an aquifer system are naturally less shielded by geological materials and are therefore more prone to 
contamination [4,5].  

In essence, the process of groundwater vulnerability assessments involves simplifying complex 
hydrogeological data into a user-friendly map. This map can then be readily utilized by decision-makers, policy 
developers, environmental stewards, and the public [6]. Overall, vulnerability assessment techniques can be 
divided into three primary categories: overlay or index-based approaches, statistical methods, and process-based 
or numerical methodologies [7]. Overlay or index-based methods are widely used due to their relative simplicity 
and ease of implementation, especially in data-scarce regions [8,9]. Several widely applied methodologies are used 
to delineate zones vulnerable to groundwater contamination, including DRASTIC, GALDIT, SINTACS, and the 
Aquifer Vulnerability Index (AVI) [10–13]. Among the numerous indexing techniques, GALDIT adopts an 
approach for assessing coastal aquifer vulnerability [14]. Utilizing numerical calculations, this method evaluates 
the likelihood of Seawater Intrusion (SWI) occurrence using six parameters of Groundwater occurrence (G), 
Aquifer hydraulic conductivity (A), Height of groundwater above sea Level (L), Distance from the shore (D), 
Impact of existing SWI status (I) and aquifer Thickness (T) [15]. GALDIT has been widely adopted by many 
researchers around the world for performing vulnerability assessments in various regions [16–21]. In many studies, 
modified versions of GALDIT have undergone validation using SWI indicators and statistical techniques. These 
validations have mostly resulted in improvements to the traditional GALDIT framework, making it more effective 
and dependable for evaluating and forecasting the occurrence of SWI [22]. For instance, a novel AI-based 
modeling strategy was developed to enhance the GALDIT method using a two-level learning process involving 
Artificial Neural Network (ANN), Sugeno Fuzzy Logic (SFL), Neuro-Fuzzy (NF), and Support Vector Machine 
(SVM) models [23]. The results showed that the methodology enhances SWI vulnerability simulation and 
demonstrates improved accuracy, as evaluated using statistical metrics such as Root Mean Square Error (RMSE) 
and the coefficient of determination (R2). Resampling techniques along with machine learning models were 
applied to enhance the GALDIT framework for groundwater vulnerability mapping, which helped improve 
prediction accuracy by tackling the problems of subjectivity and limited data sets [24]. A study integrating 
Adaptive Neuro-Fuzzy Inference System (ANFIS), SVM, and ANN developed a Supervised Committee Machine 
Artificial Intelligence (SCMAI) model to predict groundwater vulnerability to SWI in a coastal aquifer [25]. For 
improving GALDIT method, a study used set of boosting and tree-based algorithms and integrated them with two 
resampling techniques, Bootstrap Aggregating and Disjoint Aggregating. This study demonstrated that combining 
ML algorithms with resampling methods can markedly enhance the predictive performance of GALDIT, 
underscoring the importance of integrated and hybrid approaches in developing more reliable groundwater 
vulnerability assessments [24]. In another study, Bayesian Model Averaging (BMA) has applied to address the 
subjectivity of index-based model. By combining prediction from multiple first-level AI models into a probabilistic 
ensemble, BMA quantified both within-model and between-model variability. The results showed that Bayesian 
integration improves the stability and reliability of vulnerability outputs [26]. A Z-number adaptation of Fuzzy 
Logic (FL) and conventional FL addressed the complexities and uncertainties in examining groundwater 
susceptibility to pollution, surpassing the conventional GALDIT method and leading to improved accuracy in 
vulnerability predictions [21].  

In this research, the GALDIT approach has been employed to evaluate the vulnerability of the Urmia and 
Salmas plains, considering their coastal aquifer nature where SWI is a critical concern. While GALDIT provides 
valuable insights, its reliance on expert judgment introduces subjectivity and potential biases in the weighting and 
rating process. To enhance the precision of vulnerability assessments, AI-based approaches are employed to enable 
dynamic modeling that can accommodate and adapt to evolving environmental conditions, thereby improving 
predictive resilience [27]. Unlike GALDIT and other unsupervised index-based methods, introducing a target 
variable enables supervision and potential improvement of the method. AI-based models, renowned for their self-
learning and self-adaptive capabilities, are utilized in modeling nonlinear hydrological processes owing to their 
black box nature, allowing them to adapt to changing conditions [28,29].  

In this study, the vulnerability assessment of the coastal aquifers in northwest of Iran in the Urmia Lake 
catchment area (Urmia and Salmas) to saltwater intrusion was initially conducted using the GALDIT method in 
ArcMap software to prepare vulnerability and parameter zoning maps. Although the GALDIT model is one of the 
most widely used models for assessing the vulnerability of coastal aquifers, as mentioned before, its unsupervised 
nature and reliance on expert opinion for parameter ranking and weighting can introduce bias into the vulnerability 
assessment. To improve modeling performance and achieve more reliable results of vulnerability, artificial 
intelligence-based models (ANFIS, Support Vector Regression (SVR), Ensemble model integrating FFNN, SVR 
and the Extreme Learning Machine (ELM) integrated with Bayesian Optimization (BO), (BO-ELM)) were utilized 
in this study. To this end, the parameters of GALDIT are used as inputs. The G parameter in the GALDIT method 
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represents “Groundwater occurrence”, and describes the aquifer type (confined, unconfined, or semi-confined) 
and its inherent level of natural protection against SWI [11,30]. In this study, G was excluded from the modeling 
because it shows no spatial or temporal variability across the region. Electric Conductivity (EC) is selected as the 
target variable because of its effectiveness as an indicator of SWI in coastal aquifers. However, to assess aquifer 
susceptibility across regions and conditions, it is feasible to include additional variables as model outputs and 
targets. This flexibility further supports the applicability of the proposed framework to other regions, subject to 
the availability of suitable local data. 

This study is among the first to explore the use of several AI-based models within the GALDIT framework 
for SWI vulnerability assessment. First DFFNN model was used to examine whether increasing the depth of 
feedforward architectures leads the model to learn more complex pattern within the GALDIT parameters and better 
reproduce observed salinity. Second, an ensemble model was developed by combination of three different 
algorithms (FFNN, ANFIS, SVR) to leverage their complementary strength. Third, the ELM was further enhanced 
through BO, this allows the structure of the model and hyperparameters to be selected automatically rather than 
trial and error. So, this approach allows us to systematically compare shallow learning, deep learning, integration 
of shallow learning models and hybrid optimization-learning model that addresses the subjectivity of the 
conventional GALDIT method. Moreover, this study aims to produce a more reliable depiction of aquifer 
vulnerability to SWI. 

2. Materials and Methods 

2.1. Study Area 

Understanding groundwater vulnerability in coastal aquifers is vital due to the reliance on groundwater for 
agricultural and domestic needs in arid and semi-arid regions. The Salmas plain is in the northern part of West 
Azerbaijan province, within the catchment area of Lake Urmia to the west (See Figure 1a). Encompassing an area 
between 44°38′31″ E and 45°05′51″ E, and between 38°04′13″ N and 38°20′58″ N, the study area spans 
approximately 550 km2 at the heart of the Zoolachay watershed. With elevations ranging from 1221 m to 3211 m 
above sea level, the average elevation of the Salmas plain stands at 1341 m. The primary river nourishing the 
Salmas plain is the Zoolachay. The average temperature is 9.8 °C, while the average annual rainfall in the region 
amounts to 263.8 mm [26]. The Salmas aquifer system is predominantly unconfined, although local semi-confined 
conditions occur where fine-grained layers are interbedded with coarser sediments. Groundwater recharge 
primarily originates from infiltration of precipitation over the surrounding uplands, runoff and stream infiltration 
from rivers such as the Zola and Shapur Rivers, and subsurface inflow from adjacent mountain aquifers. The 
alluvial deposits that constitute the aquifer, in combination with local rivers, play a crucial role in facilitating 
recharge across the plain. Groundwater flow within the Salmas Plain generally occurs from west to east, with 
occasional short local gradients from north to south, ultimately discharging into the northern margin of Lake 
Urmia. The region is characterized by intensive agricultural activities, with irrigation serving as the principal 
economic driver [26]. However, excessive groundwater extraction, particularly in the downstream and coastal 
zones of the plain, has disrupted the balance between freshwater and saline interfaces, leading to the development 
of SWI and declining groundwater levels [31]. So, it is really important to thoroughly evaluate how vulnerable 
and sustainable this aquifer system is to manage groundwater properly in the future.  

Geologically, the Salmas Plain is characterized by extensive Quaternary alluvial deposits overlying Miocene 
volcanic and sedimentary units [32], as illustrated in Figure 2, which depicts the distribution of lithological units, 
faults, and structural features across the plain. The alluvial deposits mainly comprise layers of gravel, sand, silt, 
and clay with varying thickness, reaching up to 200 m in the central region of the plain. The upper layers (coarse 
sediments) show high permeability and constitute the primary aquifer, whereas the fine-grained strata (silt and 
clay) in the lower areas occasionally generate semi-confined conditions. The surrounding highlands are mainly 
composed of Tertiary volcanic rocks notably andesite, basalt, and tuff, interbedded with marl and limestone 
formations, which play a significant role in supplying recharge to the alluvial aquifer through runoff infiltration and 
subsurface flow [32]. Several fault systems crossing the plain (including the Salmas Fault Zone) influence both the 
hydrogeological behavior and the groundwater flow regime. These faults act as preferential flow paths in some areas 
and as hydraulic barriers in others, depending on their lithological characteristics and degree of fracturing. 
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Figure 1. The Digital Elevation Model (DEM) and position of piezometers: (a) The Salmas Aquifer, West 
Azerbaijan, Iran, (b) The Urmia Aquifer, West Azerbaijan, Iran. 

 

Figure 2. Geological map of Salmas Plain. 
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The Urmia Plain is situated in the central region of West Azerbaijan Province, to the west of Lake Urmia, 
Iran. The plain encompasses an unconfined aquifer system extending between 44°49′20″ and 45°19′14″ E 
longitudes and 37°06′39″ and 37°50′41″ N latitudes, covering an area of approximately 1479 km2 (see Figure 1b). 
While the western part of the plain consists of rugged mountainous terrain, the eastern portion gradually declines 
in elevation toward Lake Urmia, forming a natural groundwater discharge zone. The area experiences a cold semi-
arid climate, with an average annual precipitation of about 329 mm and a mean annual temperature of nearly 13 
°C. From a geological view, the Urmia Plain is underlain by thick Quaternary alluvial deposits that rest 
unconformably on Tertiary volcanic and sedimentary formations (see Figure 3 for the geological map of the 
region). The alluvial sediments—composed primarily of sand, gravel, silt, and clay—reach thicknesses of up to 
250 m in the central portions of the plain [33]. The upper coarse-grained units constitute the main unconfined 
aquifer, while interbedded fine-grained layers locally create semi-confined conditions. The basement complex 
beneath the alluvial sequence consists mainly of andesitic and basaltic volcanic rocks, tuff, and marl, which crop 
out in the surrounding highlands and serve as recharge boundaries for the aquifer system. 

The hydrogeological structure of the plain is influenced by several fault systems trending northwest–
southeast, which control both groundwater flow paths and hydraulic connectivity. Groundwater generally flows 
from the elevated western highlands toward the east, eventually discharging into Lake Urmia. Recharge to the 
aquifer occurs through multiple processes, including infiltration of precipitation on the highlands, infiltration of 
surface runoff from ephemeral and perennial streams (such as the Nazlou and Shahar Rivers), and percolation of 
excess irrigation water in agricultural zones. 

Groundwater is the primary water resource for agricultural, domestic, and industrial use within the Urmia 
Plain. However, prolonged over-extraction has led to declining water levels and deteriorating water quality, 
particularly along the eastern and southeastern margins adjacent to Lake Urmia. The EC of groundwater increases 
eastward, ranging from 700 µS/cm in recharge zones to over 2500 µS/cm near the lake, indicating progressive 
salinization caused by lake-groundwater interactions and evaporation effects. 

Given the high degree of exploitation of the aquifer and the sensitivity of its hydrogeological system to 
changes in recharge and abstraction, assessing its vulnerability and sustainable management potential is essential 
for long-term water resource planning. 

 

Figure 3. Geological Map of Urmia Plain. 
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2.2. Data Preparation 

All the data used in this study were collected by the West Azerbaijan Water Organization. The dataset 
contains information about the hydrogeological features and water quality of both the Salmas and Urmia aquifers. 
For the Urmia aquifer, 65 piezometric wells were used to measure groundwater levels, and water quality samples 
were collected from 59 observation wells in September 2022 [31]. For the Salmas aquifer, groundwater levels 
were monitored through 37 piezometric wells, and water quality measurements were collected from 36 sampling 
wells in the same period. 

The water salinity analysis included electrical conductivity (EC), chloride (Cl−), and bicarbonate (HCO3
−) 

concentrations, which were used to derive the GALDIT “Impact of SWI” (I) parameter based on the Cl−/(HCO3
− 

+ CO3
2−) ratio. Aquifer characteristics, such as aquifer type and thickness, were determined using well logs 

distributed across the study area. The D parameter represents the perpendicular distance from each location (e.g., 
observation well point) to the current shoreline of Lake Urmia. This was calculated using the ArcGIS buffer tool, 
with zones categorized according to the standard GALDIT rating scale [25].  

Groundwater level elevations (L) were calculated by integrating piezometric well data with the reference 
elevation of Lake Urmia. All spatial data layers, including aquifer thickness, groundwater level, and distance from 
the lake (shoreline), were processed in ArcGIS to construct maps for the GALDIT method. The point data were 
spatially interpolated using the Inverse Distance Weighting (IDW) method to create continuous surfaces for use 
as model inputs, following the procedures described in references [9,24]. 

2.3. Proposed Methodology 

This research endeavors to enhance the accuracy of vulnerability assessment by integrating advanced AI-
based methodologies into the GALDIT framework. GALDIT, although a robust method, relies heavily on expert 
knowledge in rating and weighting parameters and is subject to variation across different geographic regions due 
to differences in aquifer characteristics and area morphology. Recognizing this limitation, AI and ML-based models 
are proposed to address these challenges. FFNN and DFFNN are advantageous because they are not restricted by 
theoretical assumptions or residual analysis, allowing for adaptability across various data types. Additionally, FFNNs 
are widely used in environmental modeling due to their ability to capture complex, nonlinear relationships that are 
often difficult to represent using traditional statistical regression techniques, such as linear or polynomial regression. 
While FFNNs, like other machine learning models, generally require high-salinity data, they have shown comparative 
resilience to moderate noise or missing patterns. However, it is acknowledged that no model—regardless of its 
complexity—can perform well under persistently poor or insufficient data conditions. Therefore, ensuring adequate 
data salinity and quantity remains essential for reliable model predictions. Although FFNN is a robust model, 
DFFNN—with its multiple hidden layers and greater depth—can capture more intricate patterns and interactions 
compared to a simple FFNN, thereby enhancing the predictive capabilities for assessing SWI. 

To further improve neural network learning performance, ANFIS and SVR were incorporated as 
complementary models. These approaches enhance the ability of framework to maintain strong generalization 
capacity, capture complex nonlinear behavior, and, importantly, manage data uncertainty, which are inherent 
characteristics of water quality datasets [34]. Moreover, to complement neural network learning, additional models 
including ANFIS, SVR were incorporated, each offering unique strengths in handling uncertainty, nonlinear 
boundaries, and rapid generalization. To integrate these capabilities, an ensemble model combining FFNN, 
ANFIS, and SVR was developed to leverage the complementary advantages of multiple algorithms, providing a 
more robust and balanced representation of salinity dynamics. Then, the hybrid BO-ELM model was further 
adopted to introduce an optimization-driven structure, allowing BO to refine the ELM parameters and improve 
model stability.  

The proposed methodology for this study was divided into four steps (See Figure 4). Firstly, data were 
prepared and gathered from the West Azerbaijan Water  Organization. Secondly, map layers of the GALDIT 
method were created using GIS for both Salmas and Urmia plains aquifer. Before beginning the third step a data 
preprocessing workflow was implemented to prepare a sufficient dataset for training AI-based models. Since the 
number of observed EC samples and GALDIT parameter measurements was limited and not spatially uniform 
across the study areas, each parameter layer was first interpolated (using inverse distance weighting). To reduce 
spatial autocorrelation and obtain representative values at a consistent resolution, all interpolated rasters were 
resampled to a coarser grid, ensuring an equal number of cells across the study domains. After resampling, the 
Raster-to-Point tool was applied to extract the value of every raster cell into a point feature with an explicit 
geographic location. These point datasets were exported as attribute tables to Excel and assembled into a structured 
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database, where each row represents a single spatial sample and each column corresponds to a GALDIT input 
parameter or the target EC value. 

This approach was necessary because machine learning algorithms require a sufficiently large number of inputs–
output pairs for effective training. Using only the observed EC measurements, would not provide enough samples to 
capture the spatial variability of aquifer properties. Therefore, interpolated raster layers were used to generate training 
datasets, a practice widely adopted in groundwater modeling and data-driven aquifer assessments. Notably, the 
machine learning inputs used in this study correspond to the original GIS-derived GALDIT parameter values rather 
than the expert-assigned ratings. 

In the third step, AI-based models (FFNN, DFFNN, ANFIS, SVR, integrated ensemble, and BO-ELM) were 
employed to improve the GALDIT method, addressing the unsupervised nature of index-based methods. Despite 
the capabilities of FFNN, the need for a deeper understanding of aquifer features was recognized, leading to the 
utilization of DFFNN. In which, the inputs included GALDIT parameters, excluding the G parameter due to its 
lack of spatial and temporal variability, which did not contribute to the FFNN and DFFNN learning processes. EC 
was selected as the output variable, as it serves as a reliable indicator of salinity levels within the aquifer and offers 
critical insights into potential seawater contamination. Lastly in the fourth step, the AI-based models were 
evaluated using RMSE and DC to assess their performance in simulating EC values. 

 

Figure 4. Flowchart of the proposed methodology. 
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2.4. Model Evaluation Criteria 

To evaluate how well the trained networks performed, statistical measures like the Determination Coefficient 
(DC) and Root Mean Square Error (RMSE) were used. RMSE quantifies the average magnitude of prediction 
errors, highlighting large deviations, while DC measures how well the model explains the variance in observed 
data. RMSE values typically range from 0 to infinity, with lower values indicating better performance. 
Specifically, an RMSE closer to 0 signifies high predictive accuracy. On the other hand, DC values range from 0 
to 1, with higher values meaning a better fit. Using these metrics ensures a comprehensive evaluation, that balances 
prediction accuracy with overall model reliability. The statistical criteria mentioned earlier are often used to assess 
how well models perform, offering a strong foundation that is calculated through the formulas listed below. The 
correlation coefficient (CC), which measures the strength and direction of the linear relationship between observed 
and predicted values, was also used to evaluate model performance (Equation (3)). 

RMSE ൌ ඨ
∑ሺ𝑋 െ Cሻଶ

N
 (1)

DC ൌ 1 െ
∑ሺ𝑋 െ Cሻଶ

∑ሺ𝑋 െ 𝑋തሻଶ
 (2)

CC ൌ
∑ ሺ𝑋௜ െ 𝑋തሻሺ𝑌௜ െ 𝑌തሻே
௜ୀଵ

ට∑ ሺ𝑋௜ െ 𝑋തሻଶே
௜ୀଵ ට∑ ሺ𝑌௜ െ 𝑌തሻଶே

௜ୀଵ

 (3)

where Xᵢ and Yᵢ represent the observed and model-predicted EC values, respectively; X̄ and Ȳ denote their 
corresponding mean values, and N is the total number of samples. 

2.5. GALDIT Method 

The GALDIT method is a technique utilized to diagnose the susceptibility of groundwater to saltwater 
intrusion through an index-based method. Chachadi et al. proposed a methodology for mapping aquifer 
vulnerability, particularly focusing on factors influencing SWI [13]. Which include: type of aquifer; unconfined, 
confined, or semi-confined (G), the ability of an aquifer to transmit water through its porous media (A), the altitude 
of the water table measured above sea level (L), measured distance of the observation wells perpendicularly inland 
from the coast (D), the impact of existing status of SWI (I), and saturated thickness (T) [26]. A numerical ranking 
system has been developed utilizing these factors to evaluate the extent of SWI, comprising three main 
components: weights, ranges, and ratings. The range of parameter variables is divided into four ratings, each 
customized for the specific area being studied, considering the available hydrogeologic and morphologic data. 
Each rating is given an importance score of 2.5, 5, 7.5, or 10, indicating its significance relative to SWI. Higher 
importance ratings signify a greater influence on SWI. The GALDIT equation (Equation (4)) includes the set of 
weights and rating values, which are used to calculate the GALDIT index by multiplying the weights with the 
rating values for each data point [35]. 

𝐺𝐴𝐿𝐷𝐼𝑇ூ௡ௗ௘௫ ൌ
∑ ሺ𝑊௜ ∗ 𝑅௜ሻ
଺
௜ୀଵ

∑ 𝑊௜
଺
௜ୀଵ

 (4)

where 𝑊௜ stands for the weight given to the indicator parameter, and 𝑅௜ shows the importance level of the ith 
indicator parameter. The GALDIT index ranges from 2.5 to 10 [30]. This classification system enables the 
evaluation and description of how vulnerable aquifers are to seawater intrusion, based on the GALDIT index 
values [30]. Presents the weight assigned to each parameter, the range of variables, and the corresponding 
importance rating associated with each parameter. This information is important for performing a detailed 
vulnerability assessment with the GALDIT model [15]. 

2.6. Feed Forward Neural Networks (FFNN)  
FFNNs are computational systems engineered to process large-scale data, mirroring the neural structures of 

the human brain. They are designed to recognize complex patterns and relationships within data. These models 
are particularly effective at handling non-linear relationships making them powerful tools for various applications 
[36]. The FFNN involves three key components: input layer, hidden layers, and output layer. The input layer 
receives raw data, which is then processed by one or more hidden layers. Each hidden layer consists of neurons 
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that apply activation functions to weighted inputs, transforming the data through non-linear mappings. These 
transformations enable the network to capture complex patterns and representations. The output layer produces 
the final prediction or classification based on the processed information from the hidden layers [37,38]. The 
process begins with identifying suitable input variables, followed by choosing the type of neural network to be 
used. Next, the data is preprocessed and organized for optimal performance. The structure of the network is then 
designed, after which criteria for evaluating the performance of the model are established. The model undergoes 
a training phase to optimize the weights, and lastly, it is validated to ensure accuracy and reliability [28].  

In this study, the FFNN is trained using a feedforward architecture combined with a back-propagation 
algorithm. This approach has been effectively applied to model various aspects of hydrological processes within 
FFNN frameworks [39]. The output of an FFNN is computed using the following formula: 

𝑦ො௝ ൌ 𝑓௝ ൥෍𝑤௝௛ ൈ

௠

௛ୀଵ

𝑓௝ ൭෍𝑤௛௜𝑥௜ ൅ 𝑤௛௕

௡

௜ୀଵ

൱ ൅ 𝑤௝௕൩ (5)

where, i, h, j, b, and w represent neurons of the input, hidden, and output layers, denoting the bias and weight provided 
by the neuron, respectively. The activation functions for the hidden and output layers are denoted as fh and fj, 
respectively. Additionally, xi, n, and m represent the input value, total number of inputs, and number of neurons in 
the hidden layer, respectively. Finally, y and 𝑦ො௝ signify the observed and calculated target values, respectively. 

2.7. Deep Feed Forward Neural Network (DFFNN) 
Multi-Layer Perceptron (MLP) networks, among the most widely used neural network models, are nowadays 

employed to develop the FFNNs. The MLP architecture comprises three main layers: the input layer, one or more 
hidden layers, and the output layer [40]. DFFNN is a type of FFNNs that consists of multiple layers of 
interconnected nodes, or neurons [36]. Unlike conventional FFNN, DFFNNs have multiple hidden layers (൒ 2ሻ 
between the input and output layers, allowing for the extraction of complex features from the input data [41]. 
Within the architecture of a DFFNN, data propagate from the input layer through these hidden layers to the output 
layer, lacking any feedback or loops, thereby providing it with enhanced depth and speed [42,43].  

Several studies have classified DFFNN as a deep learning method due to its multi-layered structure 
[41,44,45]. The architecture of a DFFNN enables each layer to progressively learn and represent abstract features 
of the input data, with the final layer generating the output of the network. This learning process involves adjusting 
the weights of connections between layers to minimize a loss function, measuring the disparity between predicted 
and actual outputs. Through extensive calibration on substantial datasets, DFFNNs can yield highly accurate 
models of intricate phenomena [46]. 

2.8. Adaptive Neuro-Fuzzy Inference System (ANFIS) 

ANFIS is a hybrid intelligent model that integrates the neural learning capability of artificial neural networks 
with the fuzzy reasoning structure of fuzzy logic. It is based on a first-order Sugeno-type fuzzy inference system 
where relationships are nonlinear, uncertain, or gradually varying [47]. The model consists of five computational 
layers that perform fuzzification, rule activation, normalization, defuzzification, and output computation [48]. In 
the fuzzification layer, input variables are converted into fuzzy membership degrees using functions such as 
Gaussian or bell-shaped curves. The rule layer then generates fuzzy if–then rules, while the normalization and 
consequent layers compute the weighted contributions of each rule. Parameter optimization is performed through 
a hybrid learning approach combining least-squares estimation with gradient descent. For a two-input, first-order 
Sugeno ANFIS (inputs: 𝑥and 𝑦), the fuzzy rules are formulated as: 

Rule 1: If 𝑥 is 𝐴ଵand 𝑦 is 𝐵ଵ, then 

𝑓ଵ ൌ 𝑝ଵ𝑥 ൅ 𝑞ଵ𝑦 ൅ 𝑟ଵ (6)

Rule 2: If 𝑥 is 𝐴ଶ and 𝑦 is 𝐵ଶ, then 

𝑓ଶ ൌ 𝑝ଶ𝑥 ൅ 𝑞ଶ𝑦 ൅ 𝑟ଶ (7)

Membership functions for antecedents are commonly defined using Gaussian functions: 

𝜇஺೔ሺ𝑥ሻ ൌ exp ሾെ
ሺ𝑥 െ 𝑐௜ሻଶ

2𝜎௜
ଶ ሿ,𝜇஻೔ሺ𝑦ሻ ൌ exp ሾെ

ሺ𝑦 െ 𝑑௜ሻଶ

2𝛾௜
ଶ ሿ (8)

The firing strengths of the fuzzy rules are: 
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𝑤௜ ൌ 𝜇஺೔ሺ𝑥ሻ 𝜇஻೔ሺ𝑦ሻ (9)

Normalized firing strengths: 

𝑤̄௜ ൌ
𝑤௜

𝑤ଵ ൅ 𝑤ଶ
 (10)

Final output of the ANFIS model: 

𝑓 ൌ 𝑤̄ଵ𝑓ଵ ൅ 𝑤̄ଶ𝑓ଶ (11)

2.9. Support Vector Regression (SVR) 

Support Vector Regression (SVR) is a kernel-based machine learning method derived from the Support 
Vector Machine (SVM) framework and is widely used for nonlinear regression. Unlike traditional regression 
models that minimize the squared error, SVR adopts the principle of structural risk minimization to balance model 
complexity and prediction accuracy, thereby improved generalization in noisy or irregular datasets [49,50]. SVR 
maps input data into a high-dimensional feature space using kernel functions, where linear relationships can 
effectively approximate nonlinear interactions observed in the original input space [51]. Commonly applied 
kernels include the radial basis function (RBF), which is particularly suited for environmental modeling due to its 
flexibility in capturing complex nonlinear patterns. 

Given a training dataset ሺ𝑥௜ ,𝑑௜ሻ for 𝑖 ൌ 1,2, . . . ,𝑁, the general SVR function can be written as: 

𝑓ሺ𝑥ሻ ൌ 𝑤்𝜙ሺ𝑥ሻ ൅ 𝑏 (12)

where 𝜙ሺ𝑥ሻ is the nonlinear mapping from the input space to the feature space, 𝑤 is the weight vector, and 𝑏 is 
the bias term. The SVR optimization problem aims to minimize: 

1
2
∥ 𝑤 ∥ଶ൅ 𝐶෍ሺ𝜉௜ ൅ 𝜉௜

∗ሻ

ே

௜ୀଵ

 (13)

subject to: 

𝑑௜ െ 𝑤்𝜙ሺ𝑥௜ሻ െ 𝑏 ൑ 𝜀 ൅ 𝜉௜ (14)

𝑤்𝜙ሺ𝑥௜ሻ ൅ 𝑏 െ 𝑑௜ ൑ 𝜀 ൅ 𝜉௜
∗ (15)

where 𝐶 is the regularization constant controlling the trade-off between model flatness and approximation error, 𝜀 
is the insensitive loss margin, and 𝜉௜ ,  𝜉௜

∗ are slack variables [50]. The dual formulation yields the final SVR function: 

𝑓ሺ𝑥ሻ ൌ෍ሺ𝛼௜ െ 𝛼௜
∗ሻ 𝑘ሺ𝑥௜ , 𝑥ሻ

ே

௜ୀଵ

൅ 𝑏 (16)

where 𝛼௜ and 𝛼௜∗ are Lagrange multipliers, and 𝑘ሺ𝑥௜ , 𝑥ሻ is the kernel function. 
The Gaussian radial basis function (RBF), one of the most frequently used kernels, is given by: 

𝑘ሺ𝑥௜ , 𝑥௝ሻ ൌ exp ሺെ𝛾 ∥ 𝑥௜ െ 𝑥௝ ∥ଶሻ (17)

where 𝛾 is the kernel width parameter. 

2.10. Ensemble 

It is widely accepted that combining the outputs of multiple forecasting models can significantly improve time-
series prediction accuracy. A major advantage of ensemble prediction is that the final estimate becomes less 
dependent on a single model behavior, producing more stable and reliable results. Numerous theoretical and empirical 
studies have shown that aggregated predictions often outperform individual models, and that combining several 
relatively simple approaches can sometimes be safer and more robust than relying solely on a single complex model 
[52]. In this study, the predictions of three machine learning models (FFNN, SVR, and ANFIS) were combined. 

2.11. Extreme Learning Machine (ELM) 

The Extreme Learning Machine (ELM) is a single-hidden-layer feedforward neural network designed for fast 
and efficient learning. Unlike traditional neural networks which update all weights iteratively, ELM randomly 
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initializes the hidden-layer parameters and analytically determines the output weights using a least-squares 
solution [53]. This structure significantly reduces training time while maintaining strong approximation 
capabilities for nonlinear functions, making ELM particularly suitable for large-scale or computationally 
demanding environmental datasets [54]. The architecture consists of an input layer, a single hidden layer with 
randomly generated nodes, and an output layer where optimal weights are computed in closed form. 

Given training data ሺ𝑥௜ ,𝑑௜ሻ for 𝑖 ൌ 1,2, . . . ,𝑁, the ELM model can be expressed as: 

𝑓ሺ𝑥ሻ ൌ෍𝛽௝  ℎ௝ሺ𝑥ሻ
௅

௝ୀଵ

 (18)

where 𝐿 is the number of hidden neurons, ℎ௝ሺ𝑥ሻ are the activation outputs of the hidden nodes, and 𝛽௝ are the 
output weights. The hidden-layer output matrix 𝐻 is computed as: 

𝐻௜௝ ൌ 𝑔ሺ𝑤௝ ⋅ 𝑥௜ ൅ 𝑏௝ሻ (19)

where 𝑔ሺ⋅ሻ is the activation function, 𝑤௝represents randomly assigned input weights, and 𝑏௝ denotes the bias of 
the 𝑗-th hidden neuron. 

The output weights 𝛽 are obtained using: 

𝛽 ൌ 𝐻ற𝐷 (20)

where 𝐻ற is the Moore–Penrose pseudoinverse of 𝐻, and 𝐷 is the target vector [53]. 

2.12. Bayesian Optimization (BO) 

Bayesian Optimization (BO) is a probabilistic, model-based optimization technique designed for efficiently 
searching high-dimensional or computationally expensive parameter spaces. Instead of evaluating every possible 
parameter configuration, BO constructs a surrogate model—typically a Gaussian Process (GP)—that approximates 
the underlying objective function and quantifies uncertainty across the search domain [55,56]. Using this surrogate, 
BO selects new candidate points through an acquisition function that balances exploration of uncertain regions 
with exploitation of areas expected to yield improved performance. This strategy allows BO to identify near-
optimal hyperparameters with significantly fewer evaluations compared to exhaustive or grid-based searches. The 
general optimization objective can be expressed as: 

𝜃∗ ൌ arg min 
ఏ

  ℒሺ𝜃ሻ (21)

where 𝜃  represents the model hyperparameters and ℒሺ𝜃ሻ is the loss function evaluated on validation data. 
Bayesian Optimization models the loss function as a Gaussian Process: 

ℒሺ𝜃ሻ ∼ 𝐺𝑃ሺ𝑚ሺ𝜃ሻ, 𝑘ሺ𝜃,𝜃ᇱሻሻ (22)

where 𝑚ሺ𝜃ሻ is the mean function and 𝑘ሺ𝜃,𝜃ᇱሻ is the covariance kernel representing similarity between points. 
The next hyperparameter candidate is chosen by maximizing the acquisition function: 

𝜃next ൌ arg max 
ఏ

  𝛼ሺ𝜃 ∣ 𝐺𝑃ሻ (23)

3. Results and Discussion 

3.1. Outcomes Derived from the GALDIT Approach 

This study utilized the GALDIT framework to evaluate the risk of SWI affecting the aquifers in the Salmas 
and Urmia Plains, by integrating six critical parameters. The GALDIT index, while valuable, relies on subjective 
expert judgment and lacks the ability to adapt to varying aquifer characteristics dynamically. FFNN and DFFNN 
models were introduced to mitigate these limitations by employing their advanced pattern recognition capabilities. 
The parameters of the GALDIT framework served as inputs for these models; the G parameter was excluded 
because it exhibits negligible temporal and geographic variance. EC was selected as the output variable to represent 
salinity levels, offering critical insights into SWI. In this study, EC values were derived from salinity 
measurements of groundwater samples collected from wells spread throughout the aquifer during September. 
While alternative targets such as nitrate or sulfate levels could be used in different settings, EC was most 
appropriate for evaluating the vulnerability of the aquifer in the study area to SWI. Considering the strong 
correlation between salinity and EC in water, higher salinity generally results in increased EC [21]. Therefore, EC 
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can be a valuable parameter for assessing the susceptibility of coastal aquifers to saltwater contamination. The 
GALDIT method assesses six key parameters to determine the vulnerability of aquifers to SWI: 
i Groundwater Occurrence (G) 

G refers to the type and presence of groundwater in the aquifer, which determines the aquifer type [30], as 
shown in Table 1. The type of aquifer can be inferred from well logs, geological surveys, and aquifer tests [24]. 
Well logs provide detailed information about subsurface materials and their properties, while geological surveys 
identify geological formations and their extents [57]. In this study, the data indicate that aquifers in the Urmia and 
Salmas Plains are unconfined, with a rating of 7.5 as depicted in Table 2 and Figure 5a for Salmas, and Figure 6a 
for Urmia aquifers. 

Table 1. Assessment guidelines for GALDIT parameters adapted from [15,21]. 

Parameter Weight Standard GALDIT 
Factor Variables Range Classes Importance 

Rating 

Groundwater occurrence (G) 1 

Confined aquifer Confined aquifer 10 
Unconfined aquifer Unconfined aquifer 7.5 

Leaky confined aquifer Leaky confined aquifer 5 
Bounded aquifer Bounded aquifer 2.5 

Aquifer hydraulic conductivity 
(A) [m/day] 3 

>40 High 10 
10–40 Medium 7.5 
5–10 Low 5 
<5 Very Low 2.5 

Height of groundwater level 
above sea level (L) [m] 4 

<1 High 10 
1–1.5 Medium 7.5 
1.5–2 Low 5 

>2 Very Low 2.5 

Distance from the shore  
(D) [m] 4 

<500 Very Small 10 
500–750 Small 7.5 

750–1000 Medium 5 
>1000 Far 2.5 

Impact of existing status of 
SWI (I) 1 

>2 
(Ratio of (Cl−/HCO3)) High 10 

1.5–2 Medium 7.5 
1–1.5 Low 5 

<1 Very Low 2.5 

Saturated aquifer thickness  
(T) [m] 2 

>10 Large 10 
7.5–10 Medium 7.5 
5–7.5 Small 5 

<5 Very Small 2.5 

Table 2. GALDIT Parameter Ratings and Associated Percentages for Salmas and Urmia Aquifers. 
GALDIT 

Parameters 
(Units) 

Salmas Aquifer Rates Percentage of Salmas 
Aquifer Rating Urmia Aquifer Rates Percentage of Urmia 

Aquifer Ratings 

G 7.5 100% 7.5 100% 

A (mdିଵ) 

5 0.05% 2.5 0.8 
7.5 7.8% 5 4.2 

10 92.1% 7.5 91.1 
10 3.9 

L (m) 

2.5 95% 

2.5 100 5 0.6% 
7.5 0.5% 
10 3.9% 

D (m) 2.5 100 

2.5 98.55 
5 1.2 

7.5 0.2 
10  

I 

2.5 79% 2.5 92.6 5 6.9% 
7.5 4.6% 5 7.4 10 3.9% 

T (m) 10 100% 10 100% 
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Figure 5. Variation and corresponding ratings of GALDIT index parameters for the Salmas aquifer: (a) 
Groundwater occurrence, (b) Aquifer hydraulic conductivity, (c) Groundwater level, (d) Distance from the 
shoreline, (e) Impact of existing SWI, (f) Aquifer thickness. 

 

Figure 6. Distribution and associated ratings of GALDIT index parameters for the Urmia aquifer: (a) Groundwater 
occurrence, (b) Aquifer hydraulic conductivity, (c) Groundwater level, (d) Distance from the shoreline, (e) Impact 
of existing SWI, (f) Aquifer thickness. 

ii Aquifer Hydraulic Conductivity (A) 
“A” refers to the ability of the aquifer material to transmit water [58]. Hydraulic conductivity is typically 

measured in meters per day (m/day) and is determined through various methods, including aquifer pumping tests. 
Pumping tests involve extracting water from a well at a known rate and measuring the resulting drawdown in the 
water table [59]. This data allows for the calculation of the transmissivity of the aquifer, from which hydraulic 
conductivity can be derived using the aquifer thickness [21]. The rates and percentages of A for both aquifers are 
shown in Table 2. Figure 5b illustrates the ratings for the Salmas aquifer, which is between 5 and 10, while Figure 
6b depicts those for the Urmia aquifer between 2.5 and 10. Salmas plain hydraulic conductivity ranges from 0.8 
to 96 and Urmia aquifer Hydraulic conductivity range from 0.03 to 46. In the eastern part of the Urmia aquifer, 
there are salty flats and salt flats, whereas moving westward reveals gravel plains. Therefore, hydraulic 
conductivity increases as we move toward western parts of the aquifer.  
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iii Groundwater Level (L) 
Parameter L represents the elevation of the water table above sea level. This parameter is crucial because it 

controls the pressure and hydraulic gradient in the freshwater-saltwater transition zone, thereby influencing the 
potential for SWI [21]. Groundwater levels are typically measured using piezometers or observation wells, which 
provide precise data on the depth of the water table. To clarify the basis for the “L” parameter, this study adopts 
the standard GALDIT definition, in which groundwater level is measured as elevation above mean sea level [31]. 
In the Salmas and Urmia aquifers, groundwater levels range from −5 to 224 m, reflecting the complex terrain of 
the region and elevation profile. Although these values place groundwater well above the lake elevation (~1271 m 
a.s.l.), saltwater intrusion remains a valid concern due to lateral salinity pressure from Lake Urmia and extensive 
groundwater withdrawal. Overextraction lowers hydraulic head locally, potentially reversing gradients near the 
lake interface and allowing brackish water to migrate inland, particularly in shallow alluvial zones with hydraulic 
connectivity. Therefore, SWI vulnerability is not solely determined by absolute elevation but also by groundwater 
pumping, aquifer structure, and lake-aquifer interactions. The groundwater level ratings percentages for each 
aquifer are provided (see Table 2). The GIS layer for L in the Salmas aquifer, which ranges from −5 to 224 m with 
ratings between 2.5 and 10, is shown in Figure 5c. For the Urmia aquifer, the groundwater levels range from 5 to 
88 m, all having a rating of 10 (See Figure 6c). 
iv Distance from shoreline (D) 

The parameter D represents the distance of the aquifer from the shoreline. This is a significant factor as it 
influences the extent of SWI, with aquifers closer to the shoreline being more susceptible to contamination by 
seawater. The distance from the shoreline is typically measured using spatial analysis tools in GIS software, which 
calculates the Euclidean distance between the aquifer locations and the nearest shoreline [24]. The aquifers are 
closest to Lake Urmia in the eastern parts. Aquifers closer to the lake are more vulnerable due to their proximity 
to saltwater sources. The rating values for D range from 2.5 to 10, with closer distances receiving higher 
vulnerability ratings (See Table 2). The GIS layer depicting D for the Salmas aquifer, rated 2.5, is shown in Figure 
5d, while those for the Urmia aquifer, with ratings between 2.5 and 10, are illustrated in Figure 6d. 
v Impact of the existing status of SWI (I) 

This parameter evaluates the current degree of SWI by examining chloride and bicarbonate ion concentrations 
in groundwater [30]. The ratio of these ions provides an indication of salinity levels, with higher chloride 
concentrations signifying greater intrusion. The percentage of ratings for both aquifers is presented in Table 2. The 
ratings for the Salmas aquifer range from 2.5 to 10, as shown in Figure 5e, while the ratings for the Urmia aquifer 
are 2.5 and 5  (See Figure 6e.) 
vi Aquifer thickness (T) 

Aquifer thickness refers to the vertical extent of the saturated zone, measured in meters. Thicker aquifers 
have a larger volume of water that can be affected by SWI [21]. The Salmas aquifer has a thickness ranging from 
10 to 80 m, whereas the Urmia aquifer has a thickness ranging from 40 to 122 m. The rating for both aquifers is 
2.5, as depicted in Figures 5f and 6f for the Salmas and Urmia aquifers, respectively. 

Raster files with a 30 m resolution were created for each GALDIT variable. The final vulnerability maps for 
the Salmas and Urmia aquifers (Figure 7a,b) were produced by overlaying the six layers, each weighted according 
to the standards outlined in Table 1. Different classification techniques, including natural breaks, equal intervals, 
quantiles, and geometric intervals—have been explored by Huan et al. to identify categories of groundwater 
vulnerability [60]. Based on the guidance provided by Huan et al., Nakhaei et al., and Barzegar et al. this study 
applied geometric interval classification to divide GALDIT index values into four classes: low, moderate, high, 
and very high vulnerability [24,60,61]. The data for the Salmas Plain (Figure 7a) shows that, according to the 
GALDIT vulnerability map, 7.8% of the area is classified as low vulnerability, 68.6% as moderate vulnerability, 
18.9% as high vulnerability, and 4.7% as very high vulnerability. For the Urmia aquifer, 38.1% of the region 
exhibits low vulnerability, 57.5% shows moderate vulnerability, 4.2% falls under high vulnerability, and 0.2% is 
identified as very high vulnerability.  

In the Salmas Plain aquifer, the high vulnerability in the northeastern part is primarily due to excessive 
groundwater pumping, which lowers the groundwater level, thereby increasing the hydraulic gradient and the 
potential for SWI. Additionally, the reduction in groundwater levels results in a lower hydraulic head, facilitating 
the inland movement of seawater and exacerbating vulnerability. The proximity of the region to Lake Urmia further 
contributes to its very high vulnerability (D), as the shorter distance to the saltwater source means that any 
reduction in groundwater levels or increase in hydraulic conductivity directly impacts the rate and extent of SWI. 
Furthermore, the presence of the Zola River, which flows from the western part of the plain (originating in Turkey) 
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to the east, plays a significant role. The flow dynamics of the river can influence the hydraulic gradient and 
groundwater recharge patterns, potentially increasing vulnerability in areas adjacent to its course. 

In the Urmia Plain aquifer, the exceptionally high vulnerability areas near Lake Urmia are due to the 
proximity of pollution sources to the water table, which significantly increases the likelihood of groundwater 
contamination. Areas closer to the lake exhibit higher vulnerability, since pollutants from the lake have greater 
potential to infiltrate the surrounding groundwater [62]. The presence of gypsum and salt deposits near the lake 
significantly increases vulnerability. These deposits dissolve easily, raising the salinity of the groundwater. This 
directly impacts groundwater quality and salinity, thereby increases the vulnerability rating of these areas. 
Groundwater in the Urmia aquifer flows from west to east towards Lake Urmia, carrying potential contaminants 
towards the lake [31]. This flow pattern contributes to the higher vulnerability near the lake as pollutants are more 
likely to be transported into these areas. In the southwestern parts of the Urmia Plain, the alluvial thickness ranges 
from 150 to 200 m [31]. According to the GALDIT framework, thickness (T) is another significant factor 
influencing vulnerability. Thicker alluvial deposits in these regions may facilitate greater pollutant transport and 
infiltration, thereby increasing vulnerability. The presence of major rivers such as Barandoz Chai in the southern 
part of the aquifer, Nazlu and Roze Chay in the northern part also impacts vulnerability. These rivers can induce 
recharge carrying pollutants into the aquifer. This river-induced recharge, especially in areas close to these water 
bodies, elevates vulnerability. 

 

Figure 7. (a) GALDIT vulnerability map of the Salmas aquifer and (b) Urmia Aquifers GALDIT index map. 

The comparison between the GALDIT vulnerability maps (Figure 7) and the observed and modeled EC 
distributions (Figures 8 and 9) clearly illustrates how differently these approaches represent groundwater 
conditions. The GALDIT index provides a broad, generalized view of vulnerability based on hydrogeological 
parameters, whereas the EC maps—both the observed values and the predictions generated by the AI models—
display much more detailed and locally variable patterns. These spatial contrasts show that the unsupervised, 
expert-based GALDIT method cannot reflect the fine-scale salinity variations captured in the field. In contrast, the 
AI-based predictions align far more closely with the observed EC distribution, indicating a stronger ability to 
present actual salinity patterns throughout the aquifer. 
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Figure 8. Spatial distribution of groundwater EC in the Salmas aquifer based on observational data and model 
predictions; (a) EC values from monitoring wells, (b) FFNN-predicted EC classes, (c) ANFIS-predicted EC classes, 
(d) SVR-predicted EC classes, (e) Ensemble model results, (f) DFFNN results, (g) BO-ELM model results. 
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Figure 9. Spatial distribution of groundwater EC in the Urmia aquifer based on observational data and model 
predictions; (a) EC values from monitoring wells, (b) FFNN-predicted EC classes, (c) ANFIS-predicted EC classes, 
(d) SVR-predicted EC classes, (e) Ensemble model results, (f) DFFNN results, (g) BO-ELM model results. 

3.2. Results of the AI-Based Approaches 

As discussed in previous sections of this paper, assessing groundwater vulnerability is a crucial step in water 
resource management. Despite this, conventional and unsupervised methods (e.g., GALDIT and DRASTIC) may 
lead to errors and ambiguities in the estimation and evaluation of aquifer vulnerability due to the inclusion of 
expert judgment in the ranking and weighting of parameters. To increase the accuracy of the aquifer vulnerability 
assessment, some studies employed various techniques (e.g., see [21,63]). This study developed a methodology 
(Different AI-based approaches) to evaluate the surrounding aquifers susceptibility to salinization in Urmia Lake. 
The EC values from each well, along with other parameters, were added to GIS. After the interpolation process, 
the data were resampled, resulting in more than 1000 data points for each aquifer. This approach ensured a 
sufficiently large dataset, reducing the risk of overfitting and enhancing the reliability of the model, even when 
using deeper architectures with a higher number of trainable variables. It is worth mentioning that determining the 
optimal number of hidden layers and neurons is a standard preprocessing step in ML-based studies.  

3.2.1. Results of FFNN & DFFNN Approaches 

Following normalization of all the data, GALDIT parameters were applied as inputs, and EC values were 
utilized as outputs. The feature values were normalized to a standard range (0 to 1) to facilitate network 
convergence. By reducing the range of input values, network weights are updated more uniformly, and 
normalization prevents features with higher values from dominating the training process, improving model 
accuracy. The modeling was then conducted using FFNN and DFFNN, with 75% of the data for training and 25% 
for testing. After training the network, the test data were introduced to the model.  

Using the evaluation metrics, the results for the Salmas aquifer show a significant performance improvement 
when using the DFFNN model compared to the FFNN model (See Table 3). For example, the RMSE  (μS/cm) for 
the DFFNN model is 0.03 in both the training and testing phases, compared to 0.05 (training) and 0.06 (testing) 
for the FFNN model. This reduction in RMSE indicates that the DFFNN model provides more accurate predictions. 
Additionally, the DC values improved from 0.89 (training) and 0.82 (testing) in the FFNN model to 0.96 and 0.95, 
respectively, in the DFFNN model, suggesting a stronger correlation between observed and predicted values. 
Furthermore, the CC values also show improvement, with the DFFNN model achieving 0.98 (training) and 0.97 
(testing), compared to 0.94 and 0.91 for the FFNN model. For the Urmia aquifer, the FFNN and DFFNN models 
were also evaluated. Similar to the Salmas aquifer, the DFFNN model outperformed the FFNN model, though the 
degree of improvement was less pronounced. The RMSE (μS/cm) values for the DFFNN model were 0.10 
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(training) and 0.11 (testing), which are slightly lower than the 0.12 and 0.13 values obtained by the FFNN model. 
This slight reduction in RMSE indicates a marginally better fit by the DFFNN model. The DC values increased 
from 0.70 (training) and 0.66 (testing) in the FFNN model to 0.80 and 0.75, respectively, in the DFFNN model, 
suggesting an enhanced correlation in the DFFNN model. The CC values also improved from 0.83 (training) and 
0.81 (testing) in the FFNN model to 0.89 and 0.87 in the DFFNN model (See Table 3). As a result, the DFFNN 
model produced more accurate estimates of the specific vulnerability (EC values) of aquifers in the Salmas and 
Urmia regions. This method has multiple hidden layers that can influence the modeling process due to its unique 
characteristics. Despite this, the standard FFNN approach is powerful and efficient, and its results are reliable. 

Table 3. Performance metrics of FFNN and DFFNN models for both aquifers. 

Study Area Model * Best Structure Epoch RMSE (μS/cm) DC CC 
Train Test Train Test Train Test 

Salmas 
aquifer 

FFNN 5-4-1 50 0.05 0.06 0.89 0.82 0.94 0.91 
DFFNN 5-(8)-(8)-(8)-(1)-1 300 0.03 0.03 0.96 0.95 0.98 0.97 

Urmia aquifer FFNN 5-3-1 50 0.12 0.13 0.70 0.66 0.83 0.81 
DFFNN 5-(8)-(8)-(8)-(1)-1 300 0.10 0.11 0.80 0.75 0.89 0.87 

* The structure denotes: inputs-hidden layers-output. 

3.2.2. Results of ANFIS Approach 

The ANFIS model for Urmia was tested using several types of membership functions. Among them, the 
Gaussian membership function (gaussmf) provided the best performance. Multiple trials were conducted up to 100 
epochs, but the results showed only minor differences beyond 50 iterations, indicating that the model converged 
effectively within this range. Additionally, the system did not perform well when using four membership functions 
per input, likely due to increased in rule complexity and insufficient data support. Therefore, the final configuration 
for Urmia used Gaussian MF, a stable number of epochs (50), and a reduced number of MFs to ensure reliable 
performance. According to the results (See Table 4), the ANFIS model demonstrates satisfactory predictive 
performance for the Urmia plain. The RMSE value of 0.1033 indicates a very low deviation between the observed 
and predicted values. Similarly, the DC (0.808) and CC (0.822) confirm a strong agreement and correlation 
between the model outputs and the actual data.  

For the Salmas aquifer, the ANFIS model was directly run using the Gaussian membership function, based 
on the superior performance observed in the Urmia trials. Since Gaussian MF provided strong stability and 
generalization, the same structure was applied successfully to Salmas without requiring additional MF 
comparisons. This ensured a consistent and effective fuzzy–neural representation of the nonlinear relationships 
between GALDIT parameters and EC in the Salmas dataset. For the Salmas plain, the ANFIS model exhibits even 
higher accuracy. The RMSE of 0.161 remains low, reflecting minimal prediction error. The efficiency of the model 
is further confirmed by the DC value of 0.9936 and the CC of 0.9827, both of which indicate excellent consistency 
and a near-perfect correlation with the observed data (See Table 4).  

Table 4. Evaluation results for both aquifers using other models. 

Model Type Urmia Plain Salmas Plain 
RMSE DC CC RMSE DC CC 

ANFIS 0.1033 0.634 0.822 0.0161 0.9936 0.9827 
SVR 0.108 0.76 0.895 0.075 0.930 0.958 

Integrated Ensemble 0.015 0.995 0.895 0.0176 0.988 0.974 
BO-ELM 0.082 0.864 0.830 0.009 0.995 0.997 

3.2.3. Results of SVR Approach 

In the SVR model, the Radial Basis Function (RBF) kernel was used due to its ability to model non-linear 
relationships in the data. A grid-search procedure was used to evaluate different combinations of the 
hyperparameters C (1, 10, 100) and gamma (1, 0.1, 0.01), resulting in nine candidate configurations. Each 
configuration was assessed through 5-fold cross-validation, and the model with the best overall performance was 
selected for further analysis. The corresponding validation results are presented below. 

As shown in Table 4, for the Urmia plain, the SVR model produced an RMSE of 0.108, a CC of 0.895, and 
a DC of 0.76. These metrics indicate that the model captures the main trends of the observed data, although the 
level of agreement is moderate compared to other approaches. For the Salmas plain, the SVR results in Table 4 
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reveal an RMSE of 0.075, a CC of 0.958, and a DC of 0.930, indicating a strong correspondence between predicted 
and observed values and demonstrating that the model performs more reliably in this region than in Urmia. 

3.2.4. Results of Integrated Ensemble Approach 

The ensemble model for Urmia was implemented using a feedforward neural network (FFNN) as the meta-
learner, with 50 neurons in the hidden layer (hn = 50) and a training duration of 20 epochs. This architecture was 
used to combine the outputs of the base models (ANFIS, SVR, and FFNN). The combination of a moderate hidden-
layer size and a short training period yielded stable, accurate ensemble predictions while avoiding overfitting. This 
configuration consistently produced reliable integration of the individual model outputs for the Urmia aquifer. 

For the Urmia plain, the Ensemble model provides reliable performance (See Table 4). The RMSE of 0.015 
indicates a low level of prediction error. The DC value (0.995) shows that the model reproduces the observed 
variability with high consistency. Additionally, the CC of 0.895 reflects a strong correlation between the predicted 
and observed values. Overall, the results suggest that the Ensemble model performs effectively for this region. 

For the Salmas aquifer, the same ensemble configuration was applied: 50 hidden neurons (hn = 50) and 20 
training epochs. This structure again performed effectively, demonstrating strong generalization when merging 
the outputs of the base learners. The ensemble FFNN enhanced predictive performance by capturing nonlinear 
interactions among the model outputs while maintaining a simple, computationally efficient architecture. 
According to Table 4, for the Salmas plain, the Ensemble model also performs well. The RMSE of 0.0176 remains 
low, indicating acceptable accuracy in the predictions. The DC value (0.988) demonstrates that the model explains 
most of the variability in the observed data. Similarly, the CC of 0.974 indicates strong agreement between the 
predicted and measured values. These findings confirm that the Ensemble model provides dependable results for 
the Salmas plain. 

3.2.5. Results of BO-ELM Approach 

For the Urmia Plain, the BO-ELM model was optimized using Bayesian Optimization, which selected 720 
hidden neurons and the tanh activation function. This configuration enabled the model to capture the complex 
nonlinear behavior of the dataset. The chosen optimization process also used a relatively large regularization 
parameter (λ ≈ 0.645) to prevent overfitting, suggesting that the Urmia data contained substantial variability or 
noise. The best cross-validated RMSE achieved was 0.088, reflecting improved model stability and accuracy. 

For the Salmas Plain, Bayesian Optimization selected 540 hidden neurons and the tanh activation function. 
The optimized regularization value (λ ≈ 0.0207) was notably lower than that for Urmia, indicating that the Salmas 
dataset enabled more flexible learning due to its lower noise level. The best cross-validated RMSE was 0.01086, 
demonstrating excellent predictive accuracy and a strong match with observed values. Overall, the BO-ELM model 
provides robust and reliable predictions for both aquifers, with particularly high accuracy in the Salmas Plain. 

In this study, the main objective is to enhance the conventional GALDIT model, which is expert-based and 
unsupervised, by leveraging various AI models. The conventional GALDIT approach relies on expert judgment for 
ranking and weighting its parameters. As an unsupervised method, it does not produce outputs that can be directly 
validated against observed data. In this work, EC values—representing groundwater salinity—were used to evaluate 
how well the AI-based models reproduce actual aquifer conditions. The second aim is to systematically compare the 
performance of the conventional GALDIT framework with the AI-based approaches. The results for each plain are 
presented below, demonstrating a clear improvement in predictive accuracy when AI models are applied. 

In the Urmia Plain, the GALDIT index provides only a broad vulnerability pattern and does not accurately 
capture the observed salinity distribution, as expected given its unsupervised, parameter-driven nature. In contrast, 
the AI models show substantial improvement. For example, the DFFNN model achieves CC values of 0.87 and 
DC values of 0.75, indicating a much closer agreement with measured EC (Table 3). The BO-ELM model reaches 
an RMSE of 0.082 (Table 4), indicating its ability to learn the nonlinear patterns in the dataset. The Integrated 
Ensemble model yields the best overall performance, with DC values near 1 and significantly lower RMSE, 
confirming the effectiveness of combining multiple AI techniques. 

A similar pattern is seen in the Salmas Plain. Although GALDIT identifies general vulnerability zones, it 
does not reflect the detailed EC variations observed in the aquifer. By contrast, the AI models provide highly 
accurate estimates. The DFFNN model achieves CC values close to 0.97 and DC above 0.9, while RMSE values 
are very low (Tables 3 and 4). The Integrated Ensemble model again performs exceptionally well, underscoring 
that data-driven approaches surpass expert-based methods in reproducing the spatial behavior of salinity. 

Figures 8 and 9 provide a visual comparison of the GALDIT vulnerability patterns and the spatial distribution 
of EC, including both observed values and AI model predictions. These figures help illustrate how the expert-
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based GALDIT index contrasts with, and in many areas diverges from, the detailed salinity patterns captured in 
the field and reproduced by the data-driven models. The present research recommends avoiding the disposal of 
contaminants in regions with medium to high vulnerability, particularly areas exposed to industrial effluents and 
agricultural waste. Maintaining consistent EC monitoring in these zones will further support reliable model 
calibration and sustainable groundwater management. 

4. Conclusions 

This research used the GALDIT method to evaluate the risk of SWI within the Salmas and Urmia aquifers. 
However, the method relies on expert judgment for rating and ranking parameters, which can introduce subjectivity 
and bias into the vulnerability assessment. Additionally, reliance on expert knowledge and variations across 
different geographic regions due to aquifer characteristics and morphology further limit its effectiveness. Also, 
incorporating a defined target variable for salinity modeling can help improve the expert-dependent nature of the 
conventional GALDIT method, allowing for more accurate modeling of coastal aquifer vulnerability. For those 
reasons, to improve modeling performance and achieve more reliable vulnerability assessments, AI-based models 
(FFNN and DFFNN) were utilized in this study. AI models can reduce subjectivity by learning from large datasets, 
minimizing the need for expert judgment in rating and ranking parameters. While AI models also require 
significant data, they can better leverage available data by identifying patterns and relationships that might not be 
evident with index-based methods.  

The vulnerability index, derived from the GALDIT model, in the Salmas and Urmia aquifers, ranged from 
4.3 to 7.8 and 3.8 to 6.8, respectively. It is worth mentioning that the difference in the GALDIT vulnerability index 
ranges for the Urmia and Salmas aquifers is due to hydrogeological variations between the two regions. The Salmas 
aquifer exhibits higher hydraulic conductivity (0.8–96 m/day) than the Urmia aquifer (0.03–46 m/day), leading to 
greater vulnerability to seawater intrusion. Additionally, Salt Flats and gypsum deposits in the Urmia region, along 
with its proximity to Lake Urmia, contribute to the observed differences in vulnerability classification. In contrast, 
the Salmas aquifer has relatively lower salinity pressure from the lake. However, it is still vulnerable due to 
intensive groundwater extraction, which alters the hydraulic gradient and facilitates inland saltwater migration. It 
is worth noting that proximity to Lake Urmia contributes to increased groundwater salinity in adjacent aquifers 
through multiple hydrogeological mechanisms. The highly permeable sediments at the river–lake junctions of 
Lake Urmia, combined with their high hydraulic conductivity and low hydraulic gradient, allow saline lake water 
to penetrate into the coastal aquifer more readily, thereby intensifying groundwater salinization [64]. 

Consequently, in this study, a comprehensive approach utilizing multiple artificial intelligence models—
including FFNN, DFFNN, ANFIS, SVR, Ensemble, and Bo-ELM, was developed to assess groundwater 
vulnerability in the target area. Unlike the conventional GALDIT index, which is typically unsupervised and 
heavily reliant on expert judgment, this AI-based modeling framework was designed to provide both accurate 
predictions and an objective, data-driven assessment of aquifer susceptibility. The GALDIT parameters served as 
inputs across all models, while EC values were designated as outputs, given their effectiveness as indicators of 
water salinity and saltwater intrusion risk. Each model was selected for its unique strengths: FFNN and DFFNN 
for capturing nonlinear relationships; ANFIS for combining fuzzy logic with adaptive learning; SVR for robust 
regression under limited data; Ensemble methods for improving prediction stability and generalization; and Bo-
ELM for fast training and high efficiency in modeling complex patterns. This integrated approach enables a more 
reliable and systematic evaluation of aquifer vulnerability, bridging the gap between expert-based assessments and 
predictive, data-driven modeling. 

The conventional GALDIT index showed limited predictive performance in the Urmia plain, with high 
RMSE and very low DC and CC, reflecting its unsupervised, expert-based nature. In comparison, all AI-based 
models significantly improved prediction accuracy. For example, FFNN, DFFNN, and ANFIS reduced RMSE by 
roughly 63–71%, with DC values rising from near zero to above 0.6, highlighting their ability to capture nonlinear 
relationships. SVR also performed well with a notable improvement in correlation (CC = 0.895). Bo-ELM 
provided fast, efficient predictions, achieving about 77% lower RMSE than GALDIT. Finally, the Integrated 
Ensemble model outperformed all individual models, reducing RMSE by over 95% and achieving near-perfect 
DC, demonstrating the power of combining multiple models to enhance robustness and predictive reliability. 

A similar trend was observed in the Salmas plain, where performance of GALDIT was again limited. AI-
based models substantially improved predictions: FFNN, DFFNN, and ANFIS reduced RMSE by approximately 
74–93%, with DC rising to above 0.82. SVR provided strong regression performance, while Bo-ELM and 
Integrated Ensemble achieved the highest accuracy, with DC exceeding 0.99 and CC approaching 1.0. These 
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results illustrate that ensemble and hybrid approaches offer the most reliable predictions by effectively integrating 
nonlinear, temporal, and spatial information. 

Across both Urmia and Salmas plains, AI-based models clearly outperformed the conventional GALDIT 
index in predicting coastal aquifer vulnerability. The stem from their ability to model complex nonlinear 
relationships, capture temporal and spatial dynamics, and provide objective, data-driven predictions, thereby 
reducing reliance on subjective expert judgment. Among AI approaches, ensemble and hybrid models consistently 
deliver the highest predictive accuracy. In contrast, individual models such as SVR, and Bo-ELM also offer 
substantial improvements, making AI-based methods a robust and systematic framework for assessing aquifer 
susceptibility to saltwater intrusion. 

Future research should focus on developing more robust and adaptive indices that integrate both conventional 
approaches, like GALDIT, and advanced AI-based modeling frameworks. Specifically, leveraging hybrid and 
recurrent neural networks, as well as ensemble learning techniques, can further enhance predictive accuracy and 
capture the complex nonlinear, spatial, and temporal interactions in coastal aquifer systems. Additionally, 
incorporating real-time monitoring data and uncertainty analysis into AI models could improve their 
generalizability and operational applicability. In summary, building on the findings of this study, future efforts 
should aim to develop integrated, data-driven frameworks that not only improve predictive performance but also 
support sustainable groundwater management and mitigate saltwater intrusion in vulnerable regions. 
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