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Abstract: The broadband oscillation caused by the large-scale integration of new 
energy generation units into the power grid poses hidden dangers to the stable 
operation of the power grid. Fast and accurate positioning of the oscillation source 
is the basis for cutting off the oscillation source. In order to improve the 
interpretability and accuracy of the broadband oscillation positioning model, this 
paper proposes an interpretability framework for the transmission network 
broadband oscillation positioning model, mainly including the improved broadband 
oscillation model and its interpretation framework. This model integrates graph 
convolutional neural network and long short-term memory network, takes 
transmission network measurement sampling data as input, and establishes a 
broadband oscillation localization model in a data-driven manner; An explanatory 
framework was constructed for the proposed wideband oscillation localization 
model, which combines global and local interpretations based on the additive 
interpretation of Shapley values to improve the interpretability of the wideband 
oscillation localization model. Based on the explanatory results, an attention feature 
mechanism is introduced into the localization model to enhance the wideband 
oscillation localization model. This article uses MATLAB/Simulink (version 
2024b) to build a power grid model, produces a sample dataset, and verifies the 
feasibility and effectiveness of the proposed explanatory framework through 
numerical simulation.  

 Keywords: broadband oscillation; explainable framework; SHapley Additive 
exPlanations; global interpretation; attention feature 

1. Introduction 

In recent years, with the large-scale integration of new energy power generation units represented by wind 
power and photovoltaic power into the grid, the penetration level of power electronic devices in power systems 
has been continuously increasing. Although this has improved power supply efficiency and promoted the clean 
energy transition, the wide-frequency oscillations caused by the interaction between power electronic devices and 
the grid pose significant risks to the safe and stable operation of the power system [1]. To suppress wide-frequency 
oscillations, it is necessary to quickly determine the location of the oscillation source [2] and remove it to achieve 
the goal of oscillation suppression. 

Currently, wide-frequency oscillation localization can be accomplished through two primary methods: 
mechanism-based models and data-driven models. Mechanism-based models require consideration of dynamic 
modeling of electronic devices, coupling and transfer characteristics between devices, and source-end aggregation 
effects, making them complex and generally requiring assumptions and simplifications of the system. On the other 
hand, data-driven wide-frequency oscillation models have the advantage of strong learning capabilities for 
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nonlinear complex relationships among massive data and rapid adaptability to random time-varying environments. 
They can extract effective feature information from measured data to achieve nonlinear fitting between inputs and 
outputs, thereby completing oscillation source localization. For example, literature [3] uses ensemble learning 
methods for oscillation source localization, taking into account measurement data errors and changes in power 
system operating conditions. Literature [4] estimates confidence levels for individual buses and selects the D-S 
evidence theory as the oscillation source localization algorithm, which is also applicable in multi-oscillation source 
scenarios. However, the opacity of such models has attracted widespread attention, and the lack of interpretability 
of black-box models affects the persuasiveness of analysis results and greatly hinders the practical application of 
these methods in engineering [5]. At the same time, when information is missing or there is a large amount of false 
information, the effectiveness of machine learning models significantly declines, making it impossible to provide 
favorable reference results and even leading to serious consequences [6]. 

Interpretability refers to that the decision-making process and operational logic within an artificial 
intelligence model align with the current level of human knowledge, and the operational rules of the model itself 
can be understood and flexibly applied by humans [7]. The stronger the interpretability of a model, the more 
persuasive it is and the easier it is for people to accept [8]. Machine learning models are complex, with many layers 
making input-to-output information transfer slow and cumbersome. Detailed exploration is labor-intensive and 
often impractical. Instead, the focus should be on ensuring users trust the decision-making process and results. 
Interpretability can be categorized as pre-modeling and post-modeling [9]. 

Classic pre-modeling interpretability algorithms include decision trees, logistic regression, and naive Bayes 
models. The common feature of these algorithms is that the model structure itself is simple and easy to understand, 
meaning the model itself has a certain level of interpretability. However, since the structure of these models is 
relatively simple, their fitting ability is also limited, making it difficult to handle complex tasks. 

Post-modeling interpretability primarily targets inherently non-interpretable models, using additional 
techniques to make them more acceptable to users [10]. Common post-modeling methods include sensitivity 
analysis [11], surrogate models [12], and SHapley Additive exPlanations (SHAP) [13]. Sensitivity analysis, a local 
interpretability method, examines how model outputs change with fine-tuned inputs to quantify feature influence. 
Literature [14,15] proposed improved sensitivity analysis methods and verified them with examples in the field of 
image recognition. Literature [16] have explored model output changes by removing feature subsets. 

The essence of surrogate models is to select an interpretable model to approximate the original model for the 
purpose of analogy-based explanation. Literature [10] trained a new interpretable model based on the target model 
and completed the approximation and explanation of the target model. Literature [8] proposed a local 
interpretability method by establishing a linear surrogate model to explain artificial neural network models. 

The idea of the SHAP value method originates from game theory. In machine learning, SHAP values can 
characterize the contribution proportion of each feature to the model’s output results, thereby explaining the 
decision-making process of machine learning models. Literature [17] used SHAP values to interpret extreme 
gradient boosting models, analyzing the degree of influence of features on the results. Literature [18] interpreted 
Catboost models based on SHAP values and improved model parameters based on the interpretation results. 

This paper proposes an interpretability framework for wide-frequency oscillation localization models in 
transmission networks using SHAP values. The framework calculates SHAP values for each feature to explain the 
model’s decision-making process globally and locally. It then ranks features by importance, removes low-
contribution features to simplify data and reduce complexity. A feature attention mechanism is also introduced to 
enhance model accuracy and efficiency. The framework’s effectiveness is validated using data from a four-
machine two-area simulation model, showing its practical value for wide-frequency oscillation localization. 

This paper constructs a wide-frequency oscillation localization model for transmission grids. Among them, 
Graph Convolutional Neural Network (GCN) is utilized for capturing spatial dependencies between nodes in the 
graph, which is crucial for understanding the relationships among different entities in our dataset. In detail, GCN 
generates global oscillation information using graph convolution and deconvolution layers, based on power grid 
topology and partial node measurements. It addresses missing data issues through compressive sensing and noise 
filtering, completes node data, eliminates measurement gaps, adapts to grid topologies, and captures spatial 
propagation patterns of oscillation energy. 

Long Short-Term Memory (LSTM) network is incorporated to model temporal dependencies, allowing the 
model to capture changes over time. In detail, LSTM which takes the oscillation data of each node as input, 
captures the time-varying characteristics of broadband oscillations through its recurrent structure. LSTM can 
effectively handle the spatio-temporal propagation characteristics of broadband oscillations and improve the ability 
to identify complex oscillation patterns. 
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The SHAP technique enhances model interpretability by quantifying feature contributions—globally 
identifying key factors in localization and locally revealing the model’s reasoning (e.g., highlighting nodes near 
oscillation sources in Figures 5 and 6). Feature optimization is achieved by sorting SHAP values to prune low-
contribution inputs, reducing data by ~20% and improving efficiency. Complementing this, the feature attention 
mechanism dynamically adjusts input weights to prioritize critical features, transforming raw vectors into weighted 
representations that amplify key oscillation signals. This dual approach yields a 1.7% accuracy gain (97.3% → 
99%), suppresses noise from secondary features, and strengthens robustness. 

Finally, the attention mechanism is introduced to focus on the most relevant information at each time step, 
enhancing the model’s ability to make accurate predictions. 

The main contributions of this paper are as follows: 
(1) Proposing an interpretability framework based on SHAP values: Provides global and local explanations for 

wide-frequency oscillation localization models, enhancing the transparency and credibility of the model’s 
decision-making process. 

(2) Analyzing feature importance and simplification: Ranks features by importance using SHAP values, 
eliminates features with low contributions, and reduces data dimensionality and computational complexity. 

(3) Introducing a feature attention mechanism: Improves the wide-frequency oscillation localization model by 
focusing more on key features during training, significantly enhancing the model’s localization accuracy. 

2. Transmission Network Oscillation Localization Model via Graph Convolution and LSTM 

Based on the oscillation signals collected from the transmission network, this paper establishes a wide-
frequency oscillation localization model that considers the topological structure of the transmission network. A 
global oscillation information generation model is constructed using GCN to obtain oscillation data for unknown 
nodes based on limited measurement data. Then, the measurement data from all nodes in the network are 
integrated to form an oscillation feature matrix. Considering the time-series characteristics of measurement data 
during wide-frequency oscillations in the power grid, a LSTM artificial neural network is selected to build the 
wide-frequency oscillation localization model, achieving oscillation source localization across different frequency 
bands. 

2.1. Global Oscillation Information Generation Model Based on GCN 

2.1.1. Graph Signal Model of the Transmission Network 

As is known from graph theory, the graph network of the transmission network can be represented as follows: 

G V E（ , ） (1)

Among them, 1 2( , , )NV      represents the set of nodes, E  represents the set of connecting lines, and 
N represents the number of nodes. Assuming that only M nodes’ data are known in the entire network, the voltage 
and current magnitudes, phase angles, active power, and reactive power of the M nodes can be obtained 
respectively. That is, the information matrix X formed by the characteristics of each node in the transmission 
network is: 

 , , , , , ,ua up va vp ap rpX X X X X X X  (2)

Among them, uaX , upX , vaX , vpX , apX  and 
 rpX  denote the graph signals for voltage magnitude, 

voltage phase angle, current magnitude, current phase angle, active power, and reactive power, respectively. 
For simplicity, this paper numbers the nodes sequentially based on observability. Nodes 1 to M have 

observable information, while nodes M + 1 to N have unknown information (i.e., null graph signals). Node 
observability is affected by incomplete measurement device coverage and asynchronous measurement data. 

2.1.2. Global Oscillation Information Generation Model 

The global oscillation information generation model takes two inputs: the node data information matrix X 
and the topology graph adjacency matrix A, where X contains oscillation data for each node. To enhance the 
efficiency of the wide-frequency oscillation localization model, a compressed sensing algorithm is used. This 
algorithm retains the essential oscillation characteristics of the original data while suppressing noise. 
Consequently, the compressed oscillation data is used to construct the node information matrix X, with 
unobservable nodes’ data set to null values. 
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The node information matrix X is fed into the graph convolution layer for convolutional encoding to extract 
features from the limited oscillation data, with results stored in an intermediate hidden layer matrix. Subsequently, 
multiple layers of graph deconvolution restore these aggregated features back to the initial feature space. To 
mitigate noise amplification during deconvolution, a graph signal noise filtering layer is added, reducing 
interference in the global oscillation signal. This process ultimately achieves global observability by generating 
comprehensive global oscillation information. 

The global oscillation information generation model leverages the topological connections between nodes 
and the partial oscillation data collected from observable nodes to supplement missing data due to communication 
delays. The extracted features from this process serve as the input for the wide-frequency oscillation localization 
model. The detailed framework is illustrated in Figure 1. 
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Figure 1. Framework for Broadband Oscillation Localization Using Graph Convolutional LSTM Network. 

2.2. Wide-Frequency Oscillation Localization Model Based on LSTM Network 

Assume that the number of units in a transmission network is P, and each unit is represented by S1, S2 … 
SP..The relationship between the location of the oscillating unit and the system measurements can be expressed as: 

( ) ( ( ))inS F R F O Y   (3)

Here, S denotes the oscillating unit, R represents the wide-frequency oscillation characteristics, and Yin is the 
global measurement input to the model. F(g) indicates the relationship between wide-frequency oscillation 
characteristics and the oscillation source, while O(g) shows the relationship between input measurements and 
wide-frequency oscillation characteristics. Meanwhile, the global measurements can be expressed as: 

( )in partY f Z  (4)

Here, Zpart represents the observable system measurement data, and f(g) denotes the functional relationship 
fitted by the global oscillation information generation model based on GCN. In large-scale power grids, wide-
frequency oscillations often exhibit spatiotemporal distribution characteristics, with the propagation path 
influenced by the oscillation source location and correlations between nodes along the path. As a powerful tool for 
time series processing, the LSTM network can effectively classify sequences of node measurement information 
for oscillation source localization. 
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In this paper, the feature matrix composed of the compressed measurement data of each node is used as the 
input matrix for the LSTM network, and its expression is: 
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 (5)

Here, a is the dimension of the compressed measurement data for a single electrical quantity, which is also 
the time step input to the LSTM model. b is the total number of electrical quantities in the network, M is the total 
number of nodes, and d is the number of electrical quantities collected at each node. 

3. Interpretability Framework 

The wide-frequency oscillation localization model can effectively identify oscillation sources in power 
systems. However, due to the ‘black box’ nature of deep learning models, they lack transparency and 
interpretability, hindering their adoption in practical applications. To address this, this paper introduces SHAP 
values and attention mechanisms to enhance the model’s interpretability and improve its generalization 
capabilities. 

3.1. SHAP Values 

The essence of SHAP values is to calculate the marginal contribution of features to the model’s output, 
refining the model’s output into a linear function of binary variables. Its expression is as follows: 

0
1

( )
Q

i i
i

g x x 


     (6)

Here, 0  denotes the baseline value of the output result, Q represents the number of features in the 

localization model, i  represents the SHAP value of the ith feature, and {0,1}Qx  represents the Boolean 
variable of the ith input feature, indicating whether the ith feature exists in the data sample. The total number of 
features M defines the dimensionality of the input data, which is processed by the LSTM network at each time 
step. Together, these elements provide a comprehensive framework for understanding the model’s decision-
making process in oscillation source localization. 

From Equation (6), it can be seen that for a certain oscillation source, whenever the model adds a new feature 
input, it will affect the final output probability value of the model. Here, the probability value refers to the final 
probability that the unit is the oscillation source, and the change in the probability value P  is the SHAP value 
of that feature. Therefore, by calculating the SHAP values of all features, one can intuitively perceive the degree 
of influence of the model’s input features on the output value. 

3.2. SHAP-Based Interpretability of the Oscillation Localization Model 

For the wide-frequency oscillation localization model, assume that for the kth unit, the model’s output value 
under the ith sample is ,i ky , the feature sequence of the ith sample is ,i kx , and the jth feature is represented by ,ij kx . 

The baseline output value of the localization model is ,base ky , so the SHAP value satisfies the following expression: 

, , 1, 2, ,( ) ( ) ( )i k base k i k i k in ky y f x f x f x       (7)

Here, ,( )ij kf x  represents the SHAP value of the feature ,ij kx , n denotes the number of features, 1,( )i kf x
represents the contribution proportion of the 1st feature to the output probability value of the localization model 
under the ith sample. The SHAP value quantifies the degree of influence of adding this feature on the change in the 
output value. If ,( ) 0ij kf x  , it indicates that adding this feature increases the probability value of the unit being 
the oscillation source, producing a positive effect; conversely, it indicates that adding this feature reduces the 
probability value. 

Calculating SHAP values for different features can enhance the interpretability of the wide-frequency 
oscillation localization model. This is done from two perspectives: 
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(1) Local Interpretation: Compute SHAP values for each feature in a single sample to understand its specific 
impact on the model output. This detailed analysis forms the basis for decision-making. 

(2) Global Interpretation: Aggregate SHAP values across multiple or all samples to assess feature importance at 
a data-driven, variable-level. 

3.3. Improving the Wide-Frequency Oscillation Localization Model via SHAP Values and Attention Mechanism 

SHAP values quantify the impact of input features on the model’s output probability. By ranking features 
based on their SHAP values, the model can be improved through feature selection: retaining significant features 
and discarding less important ones, thereby reducing model complexity and computational costs. 

Additionally, since all features have equal weight coefficients in the model, it hampers the model’s ability to 
quickly identify core oscillation features. To address this, an attention mechanism is introduced to dynamically 
adjust feature weights, enhancing the model’s focus on important features. 

To optimize the wide-frequency oscillation localization model, comprehensive SHAP values for different 
features are calculated for each oscillation source. This involves computing the weighted average of SHAP values 
across various oscillation units. Interpretation framework of broadband oscillation positioning model based on 
SHAP values is shown in Figure 2. 

Wideband 
Oscillation 

Location Model

SHAP Value 
Calculation Module Local 

Explanation
Global 

Explanation

Classify According to 
Explanation Results

Calculate SHAP 
values

Node - specific SHAP 
Values

Sub - oscillation unit 
SHAP values

Calculate SHAP 
values

Calculate SHAP 
values

sub - node sub - unit

Feature Importance
Sort by SHAP 

value magnitude

Improved wideband 
oscillation location 

model

Delete secondary 
features

Introduce attention 
mechanism

 

Figure 2. Interpretation framework of broadband oscillation positioning model based on SHAP values. 

3.3.1. Feature Attention Mechanism 

The core idea of the feature attention mechanism is to continuously adjust the attention weights of input 
features during the model training process, exploring the contribution proportion of input features to the target 
features. It directs more attention to key features while diminishing focus on secondary features. Taking the LSTM 
network model in this paper as an example, when inputting to the tth time step, the input feature vector tx at this 
moment can be represented as 1, 2, ,[ , , , ]t t t Q tx x x x  , where Q represents the number of features. The attention 

weight vector tx  can be obtained through a single-layer neural network 1, 2, ,[ , , , ]t t t Q te e e e  , and its calculation 
formula is as follows: 

( )t e t ee W x b   (8)

Here,   represents the activation function, te denotes the weight vector, 1, 2, , ,[ , , , , , ]t t t m t Q ta a a a a  

represents the feature attention weights. By passing the weight vector te  through the Softmax layer, the feature 
attention weights 1, 2, , ,[ , , , , , ]t t t m t Q ta a a a a    can be obtained. Combining the attention weight vector with the 

input feature vector results in a weighted vector '
tx  adjusted by the weight coefficients. This weighted vector can 

serve as the new input feature for the LSTM network model, and its calculation expression is as follows: 

1, 1, 2, 2,
'

, ,[ ]t t t t t t Qt t Q ta x a x a ax x x     (9)
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3.3.2. Improvement of the LSTM Network Model 

By incorporating the feature attention mechanism discussed earlier into the wide-frequency oscillation 
localization model, an enhanced LSTM network—termed Feature Attention LSTM (FALSTM)—is developed. 
This improved model introduces a feature attention layer to the original LSTM architecture. The specific 
implementation steps are as follows: 
(1) Feature Attention Layer: Apply the feature attention mechanism to the input feature matrix Yin to dynamically 

allocate attention weights to each feature based on their correlations. Compute the actual input feature matrix 
'

inY  by combining these weights with Yin. 
(2) LSTM Network Layer: Construct the LSTM layer and obtain the hidden states of each memory unit after '

inY
processing the input through the LSTM network. 

(3) Fully Connected and Softmax Layers: Feed the hidden states, which contain oscillation information, into a 
fully connected layer. Normalize the outputs through a Softmax layer to obtain the probability values for 
each unit being the oscillation source. 

(4) Output Layer: Compare the probability values of each unit and identify the unit with the highest probability 
as the oscillation source, outputting its label. 

4. Case Study 

4.1. Case Data Overview 

To verify the effectiveness of the wide-frequency oscillation localization model proposed in this paper, a 
four-machine two-area simulation model with a direct-drive wind turbine is built on the MATLAB/Simulink 
platform based on literature [19]. Node 5 in the model is the equivalent replacement of a 300 MW direct-drive 
wind farm, and the schematic diagram of the model is shown in Figure 3. 

By adjusting the control parameters of the wind turbine in the model, the system can be induced to experience 
sub-synchronous oscillations, super-synchronous oscillations, and medium-high frequency oscillations. At the 
same time, periodic disturbance signals with different amplitudes and frequencies are injected at the prime mover 
ends of the four synchronous generators or the grid-side controllers of the direct-drive wind turbines. The 
amplitude ranges from 0.1 to 1.6 V with a step size of 0.1 V, and the frequency ranges are 10–40 Hz, 60–90 Hz, 
and 130–160 Hz with a step size of 0.1 Hz. Additionally, the load levels at L1 and L2 are changed (90%–110%, 
with a step size of 10%) to ensure that the simulated operating conditions in this paper cover a wider sample space 
of wide-frequency oscillations. 

The voltage of each node, the current of each line, active power, and reactive power are sampled at a sampling 
frequency of 4.8 kHz, and random noise is added to form the original wide-frequency oscillation dataset. Each 
data sample is correspondingly labeled with the oscillation source location, constructing the data sample library 
for this case study. A Four Machine Two Area Simulation Model with Direct Drive Fans is shown in Figure 3. 
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Figure 3. A Four Machine Two Area Simulation Model with Direct Drive Fans. 

4.2. Global Interpretation of the Wide-Frequency Oscillation Localization Model 

The input feature matrix of the wide-frequency oscillation localization model proposed in this paper has a 
dimension of 120 × 90, where 120 denotes the number of time steps, and 90 is the dimension of the input feature 
vector at each step. This characterizes the total number of features for 15 nodes, with each node having 6 feature 
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quantities (voltage magnitude, voltage phase angle, current magnitude, current phase angle, active power, and 
reactive power). 

The SHAP value method calculates the SHAP values for each feature across all oscillation source units, 
quantifying their contributions to the output. The weighted average SHAP values are ranked in descending order. 
Due to space constraints, only the top 20 features with the highest SHAP values are summarized and shown in 
Figure 4a,b. 

  
(a) (b) 

Figure 4. (a) SHAP values of the top 10 quantities. (b) SHAP values for the 11th to 20th feature quantities. 

P5 represents the active power of Bus 5, V5 represents the voltage magnitude of Bus 5, and θ5 represents the 
voltage phase angle of Bus 5, and others are expressed similarly. The horizontal axis indicates SHAP values, and 
five colors represent the labels of the five oscillation sources, highlighting each feature’s varying contributions to 
different oscillation units. 

From Figure 4, the following conclusions can be drawn: 
(1) Global SHAP Analysis: The active power at Bus 5 has the highest contribution, indicating that the active 

power measurement at the wind turbine outlet significantly impacts the accuracy of wide-frequency 
oscillation localization. When the oscillation source is the wind turbine unit, the localization model’s 
accuracy reaches 99%. 

(2) Top 10 SHAP Values: The SHAP values of active power from Bus 1 to 5 are among the top 10, highlighting 
that active power at generator unit outlets is crucial for wide-frequency oscillation localization accuracy. 

(3) Oscillation Source Contribution: SHAP values at the oscillation source outlet are higher than those at other 
nodes. For example, when the oscillation source is G5, active power, voltage magnitude, and voltage phase 
angle at Bus 5 have the highest contributions. This suggests that the model’s decision-making for identifying 
the oscillation source primarily relies on feature quantities at the oscillation unit outlet. 
By analyzing Figure 4a,b, the following conclusions are drawn: 

(1) Feature Contribution Ranking: The 20th highest SHAP value is the reactive power at Bus 12, with a total 
SHAP value of 0.07 across the 5 oscillation sources, averaging 0.014 per source. This indicates that only a 
few features significantly impact the wide-frequency oscillation localization model, while many others have 
minimal influence on localization accuracy. 

(2) Key Node Analysis: Besides Bus 1–5, Bus 8 and Bus 12 also have relatively high SHAP values. These nodes 
are key connection points for G1–G2 and G3–G5 in the transmission network and are core nodes of the four-
machine, two-area system. Extracting features from these nodes helps accurately identify the oscillation 
source region, aiding final localization decisions. 

(3) Current Measurements: The top 20 SHAP values exclude current measurements, suggesting that current 
signals contribute less to oscillation localization. While current signals still contain oscillation features, power 
and voltage signals are easier for deep learning models to extract. Thus, current measurements can be 
selectively included in the input features based on need. 

4.3. Node-Type Interpretation of the Wide-Frequency Oscillation Localization Model 

Based on the global interpretation of the wide-frequency oscillation localization model, this section provides 
a node-type interpretation of the localization model, aiming to study and analyze the varying degrees of influence 
of measurement data from different nodes on the final output value of the model. From the simulation case 



Li et al.   AI Eng. 2025, 1(1), 2  

  9 of 12  

diagram, the node types in the four-machine two-area system can be roughly divided into: generator outlets, 
generator connections to the transmission network, and the transmission network side, as detailed in Table 1. 

Table 1. Example model node type. 

Node Type Generator Outlet Generator Connection to 
Transmission Network 

Transmission Network 
Side 

Number of Nodes 1, 2, 3, 4, 5 8, 12 9, 10, 11 

Since the four synchronous generators in the model share similar internal structures and operating principles, 
this section compares the model analysis results when the oscillation sources are synchronous generators (G1) and 
wind turbines (G5). The SHAP values of corresponding features are calculated, and the SHAP values of the six 
features at each node are summed. The wide-frequency oscillation localization model is then interpreted from the 
perspective of node types, with results shown in Figures 5 and 6. 

In the figures, “base value” represents the baseline value, which can be obtained by averaging all samples, 
and ‘f(x)’ represents the average probability value finally obtained by the oscillation localization model. The red 
features in the figures increase the probability value of the unit being the oscillation source, while the blue features 
decrease the probability value. The width represents the SHAP value of the feature. Due to limited display space, 
only some important features are shown in the figures. 

 

Figure 5. SHAP values of characteristic quantities at each node when G1 is the oscillation source. 

 

Figure 6. SHAP values of features at each node when G5 is the oscillation source. 

(1) In both cases, the baseline SHAP values for each node’s features are around 0.2. This reflects the 20% 
probability of randomly identifying the oscillation source among the five generator units when the model is 
untrained, validating the SHAP method’s effectiveness. 

(2) When G1 is the oscillation source, nodes 1, 2, and 8 have the highest SHAP values; when G5 is the source, 
nodes 4, 5, and 12 are most significant. This shows that, regardless of whether the oscillation unit is a 
synchronous generator or a wind turbine, nearby nodes’ features contribute the most to localization decisions. 

(3) Transmission network nodes 9, 10, and 11 have positive but minor contributions. Depending on the situation, 
these nodes could be considered for removal. 

4.4. Improvement of the Wide-Frequency Oscillation Localization Model 

According to the global interpretation, the global SHAP values of the current signal are not high, and their 
contribution to the localization model is relatively small. Therefore, considering the model size and computational 
costs, the current signal features for all nodes are removed. At the same time, as shown in Figures 5 and 6, although 
the measurement information at the nodes on the transmission network side has a positive effect on localization 
accuracy, its impact is relatively small, so they are also removed. Only the nodes at the generator outlets and the 
nodes connected to the transmission network near the generator units are retained. Thus, the input features of the 
wide-frequency oscillation localization model are as shown in Table 2. 
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Table 2. Input Features before and after model improvement. 

 Original Model Input Features Improved Model Input Features 
Number of Nodes Nodes 1–15 Nodes 1–8 and 12–15 

Electrical Parameters 
Voltage Magnitude, Voltage Phase Angle, 
Current Magnitude, Current Phase Angle, 

Active Power, Reactive Power 

Voltage Magnitude, Voltage Phase 
Angle, Active Power, Reactive Power 

To validate the effectiveness of the proposed improvements, a comparative analysis is conducted using global 
feature screening. The models compared are: 

Model 1: The original wide-frequency oscillation localization model. 
Model 2: Based on Model 1, with only the number of nodes modified as per Table 2. 
Model 3: Based on Model 1, with only the electrical parameters of each node modified as per Table 2. 
Model 4: Based on Model 1, with all improvements listed in Table 2 applied. 
Model 5: Based on Model 4, with an additional feature attention mechanism layer before the LSTM network 

layer. 
All models are trained and tested on the same datasets to assess their performance, with results shown in 

Table 3. 

Table 3. Positioning results before and after model improvement.  

Model Localization Accuracy (%) Computation Time (s) 
Model 1 96.93 213 
Model 2 96.71 184 
Model 3 97.74 169 
Model 4 98.22 152 
Model 5 98.91 158 

Table 3 shows that Model 1 and Model 2 have similar localization accuracy, indicating that the removed node 
features have minimal impact on the oscillation localization model. However, reducing input features significantly 
decreases computation time. From Model 1 to Model 4, feature reduction is progressively applied, effectively 
lowering data dimensionality, reducing modeling workload, and decreasing the number of neuron parameters, 
thereby further reducing computation time. By removing weakly correlated features, the localization model 
focuses entirely on critical features, improving accuracy. 

Comparing Model 4 and Model 5, the added feature attention mechanism slightly increases computation time 
but enhances the model’s focus on key features during training, such as active power at generator outlets and 
voltage magnitude and phase angle at grid connection points. As a result, the improved model’s accuracy reaches 
nearly 99%, demonstrating the effectiveness and practical value of the proposed enhancements for the wide-
frequency oscillation localization model. 

The four-machine two-area system case study offers a solid proof of concept foundation. To apply the model 
to large-scale power systems, enhancements are required in model architecture, particularly in optimizing 
hierarchical aggregation strategies to manage computational complexity from increased node numbers. LSTM’s 
temporal feature extraction is useful for cross-regional oscillation propagation, but it should be combined with 
spatio-temporal attention mechanisms for better focus on key paths. 

Regarding the interpretability and simplification techniques, we believe they will remain effective in more 
realistic scenarios. The core principles of our method, which focus on identifying key variables and leveraging 
domain knowledge, are robust and scalable. However, we also recognize that as systems grow in size and 
complexity, the need for more advanced visualization and diagnostic tools may arise. We plan to explore these 
enhancements in future work, ensuring that our method remains practical and insightful for a wide range of power 
system applications. 

5. Conclusions 

To address the issue of insufficient model interpretability, this paper proposes an interpretability framework 
for the wide-frequency oscillation localization model based on SHAP values, explaining the model’s operation 
from both global and local perspectives. Based on this, a feature attention mechanism is introduced to enhance the 
model. Further analysis using the four-machine, two-area simulation system yields the following conclusions: 
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(1) Global SHAP values indicate that the power and voltage signals at the outlets of synchronous generators and 
wind turbines significantly influence the model’s localization results, contributing highly to the accuracy of 
wide-frequency oscillation localization. In contrast, the oscillation features contained in the current signal 
contribute relatively little to localization accuracy. 

(2) Local SHAP values show that the features at nodes near the oscillation source contribute the most, while 
nodes on the transmission network side have little significance for the model’s localization effectiveness. 
Additionally, for different oscillation source units, the measurement data from some nodes have a reverse 
effect. 

(3) After introducing the feature attention mechanism, the model’s accuracy is significantly improved, indicating 
that the model focuses more on key features during training. The improvement strategy for the wide-
frequency oscillation localization model is effective and practical. 
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